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Abstract

Quantum mechanics overs sets (QM/Z2 or QM/Sets) is:
1) a pedagogical or ‘toy’model of finite-dimensional quantum mechanics

(QM/C) that reproduces in the simplified setting of vector spaces over Z2 the
essentials of projective measurements, the double-slit experiment, the indeter-

minacy principle, entanglement, Bell’s Theorem, the statistics of indistinguish-

able particles, and so forth,

2) a non-commutative extension of finite probability theory that includes

"superposition events" in addition to the usual classical events (subsets of the

outcome set) and multiple equi-cardinal bases, and

3) a new objective indefiniteness approach to the old problem of interpret-

ing quantum mechanics by highlighting the mathematics of indefiniteness vs.

definiteness (i.e., partitions) and by showing what is important and what is not

important (e.g., the wave interpretation) in the usual mathematics of QM/C.
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1 Introduction: QM/Sets

1.1 The vector space Zn2
The topic of this book is a ‘non-commutative’extension of finite probability theory

with superposition events in addition to classical events and different basis sets for Zn2
as different equi-cardinal outcome sets1. This also provides a ‘pedagogical’(or ‘toy’)

model of finite-dimensional quantum mechanics (QM). Finite-dimensional QM is ex-

pressed in the n-dimensional vector space Cn (for some n) over the field of complex
numbers C; the pedagogical model is expressed in the n-dimensional vector space
Zn2 over the finite field Z2 = {0, 1}. The two models might be referred to as QM/C
("QM over C") and QM/Z2 ("QM over Z2" or QM/Sets). The point of developing
this model is however not just pedagogical. QM/Z2 is rich enough so that many of the
characteristic quantum features of QM/C can be modeled within this simple frame-
work of QM/Z2—such as projective measurements, the double-slit experiment, Bell’s
Theorem, the indeterminacy principle, the statistics of indistinguishable particles,

and so forth. That helps to show what is important (and what is not important, e.g.,

"wave" imagery) in obtaining those peculiarly quantum features in the full theory.

The mathematical operations in Z2 are all modulo 2 so 1+1 = 2 = 0. The addition

and multiplication tables could hardly be simpler as shown in Table 1.1:

+ 0 1

0 0 1

1 1 0

and

× 0 1

0 0 0

1 0 1

Table 1.1: Addition and multiplication in Z2.

Instead of the n-dimensional vector space Cn, the model is developed in the n-
dimensional vector space Zn2 . A vector in Zn2 (expressed in a certain basis) is just an
ordered n-tuple of zeros and ones. For instance for n = 3, there is the standard or

computational basis of three vectors: (1, 0, 0), (0, 1, 0), and (0, 0, 1). The connection to

sets (as in "quantum mechanics over sets’or QM/Sets) comes from associating each

computational basis vector with a given (‘universe) set such as U = {u1, u2, u3} or
1This is a simpler approach to "non-commutativity" than in the rather advanced "non-

commutative probability theory" of Dan Voiculescu [64] following Alan Connes [14]. In that ap-
proach, a given probability space has an algebra of complex-valued random variables on it, and
then one can generalize to an abstract version of those algebras where the elements are still called
"random variables" and which may not commute.
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U = {a, b, c}. There are always 2n vectors in Zn2 so once we associate a set of n basis
vectors (standard or not) with a set U of n elements, then the 2n vectors in Zn2 can
be associated with the 2n subsets in the power set ℘ (U). For instance, if we take U =

{a, b, c} and make the associations: {a} with (1, 0, 0), {b} with (0, 1, 0), and {c} with
(0, 0, 1), then the subsets {a}, {b}, and {c} of U , can be taken as the corresponding
basis vectors in ℘ (U) = {∅, {a} , {b} , {c} , {a, b} , {a, c} , {b, c} , {a, b, c}} considered as
a vector space over Z2. When considered as n-tuples in Zn2 , the vectors add together
component-wise mod (2) so (0, 1, 1) + (1, 1, 0) = (1, 0, 1) (since 1 + 1 = 0 in the

middle coordinate). When the vectors are considered as subsets in ℘ (U), then the

addition of vectors is the symmetric-difference operation: for subsets S, T ∈ ℘ (U),

S + T = S ∪ T − S ∩ T , i.e., the union of the subsets with the common elements
taken out. Thus if S = {b.c} and T = {a, b}, then S + T = {a, b, c} − {b} = {a, c}.
With this correspondence between zero-one vectors in Zn2 and subsets in ℘ (U), e.g.,

(1, 0, 1) ←→ {a, c}, we have a vector space isomorphism Zn2 ∼= ℘ (U). That is why

"quantum mechanics over Z2" or QM/Z2 is also "quantum mechanics over sets" or

QM/Sets. Thus QM/Z2 and QM/Sets will be used interchangeably.
There have been several ([52], [33], and [61]) earlier attempts to build a model of

QM with C replaced by Z2. Since there are no inner products on vectors spaces over
finite fields, the main problem is how to define the Dirac brackets which ordinarily take

values in the base field. Building the ‘right’model of QM over Z2 means making the
‘best’decisions as to what features to retain or not retain from QM/C. The previous
attempts retained the feature of the Dirac brackets taking values in Z2 so they could
only have the values of 0 and 1—which excludes a non-trivial probability calculus. For

instance, the best-known Schumacher-Westmoreland model does "not make use of the

idea of probability" [52, p. 919] and have instead only a modal interpretation (1 =

possibility and 0 = impossibility). There is a fourth category-theoretic model where

the objects are sets [1] but it also has the "brackets" taking 0, 1 values.2

With so many attempts to build a ‘toy model’over the simplest field Z2, how can
one judge whether the right decisions have been made about "what to leave in, what

to leave out"? In the case of this model, the answer is very simple. QM/Sets is also an

extension of finite probability theory to include superposition events in addition to

classical events where the vector space Zn2 has multiples bases and non-commutative
2The Spekkens toy model [56] does not use vector spaces at all or utilize sets so it is not directly

comparable.
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random variables (‘observables’). This relates the quantum mechanical probability

machinery of QM/C back to simpler and more familiar concepts. In ordinary Laplace-
Boole finite probability theory, the finite universe set U is the set of equiprobable

outcomes, subsets S ⊆ U as events, and the probability of an event is Pr (S) = |S|
|U | ,

the normalized cardinality of S. Given that an event S occurs, the probability that

another event T ⊆ U occurs is the conditional probability: Pr (T |S) = |T∩S|
|S| . Given

a real-valued random variable on U , f : U → R, the probability of getting the value
r ∈ f (U) given S is: Pr (r|S) =

|f−1(r)∩S|
|S| .

In the non-commutative extension of finite probability theory, each subset S ⊆
U = {u1, ..., un} of the outcome set (or sample space) defines two types of events, the
usual classical event S and the superposition events [23] associated with S. Intuitively,

the classical event S treats all the outcomes in S as being fully distinguished and

each with a probability 1
|S| in the case of equiprobable outcomes or

pi∑
uj∈S

pj
= pi

Pr(S)

in the case of point probabilities p = (p1, ..., pn). The superposition event S is a

Z2-version of the pure superposition state in QM/C that treats the elements in S as
cohering together and being undifferentiated from each other. The best way to clearly

differentiate the two types of events is to use density matrices as will be eventually

done. But before bringing in that level of complication, it suffi ces to borrow the

differentiation between "pure" states and "mixed" states. The superposition event

S ∈ ℘ (U) is a vector in the vector space ℘ (U) ∼= Zn2 and is called a pure state while
the classical event S ⊆ U is a mixed state that is a lottery-like probability-weighted

(convex) combination or mixture with weights Pr ({ui}) of the pure outcomes {ui} ⊆
U . In short, a pure state is a vector in a vector space ℘ (U) over Z2 and a mixed
state is a probability-weighted set of pure states (which is thus not an element in the

vector space).

We can foreshadow the differentiation between pure states and mixed states using

density matrices by invoking incidence matrices. The incidence matrix of a binary

relation R ⊆ U ×U is the n×n matrix In (R) where In (R)i,j = 1 if (ui, uj) ∈ R and
= 0 otherwise. Then the superposition event S ∈ ℘ (U) would be associated with the

matrix In (S × S) while the classical event S would be associated with the incidence

matrix for the diagonal δS = {(ui, ui) : ui ∈ S}. For instance, if U = {a, b, c} and
S = {a, b}, then:
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In (S × S) =

1 1 0

1 1 0

0 0 0

 and In (δS) =

1 0 0

0 1 0

0 0 0

.
With equiprobable outcomes, the corresponding density matrices would be obtained

by dividing through by 1
|S| .

One of the interesting results is that the superposition event S ∈ ℘ (U) and the

classical event S ⊆ U cannot be distinguished by any probabilities calculated using

equiprobable outcomes or point-probabilities on U . At first, this may seem like a

problem in the model of non-commutative finite probability theory or QM/Sets, but

it is a feature rather than a bug since the corresponding fact holds in QM/C [3, p.
176]. One can only differentiate the states by measuring in a different basis in QM/C,
and the same holds in QM/Sets using a different basis set for Zn2 .

Unless otherwise specified, we will take the notation S, T ∈ ℘ (U) to refer to the

pure superposition events—even though the same probabilistic formulas will hold for

the corresponding mixed classical events S, T ⊆ U .

One of the main mathematical notions that will be used throughout is the notion

of a partition [19]. A partition π = {B1, ..., Bm} or just π = {B}B∈π on the universe
set U is a set of disjoint nonempty subsets of U whose union is U .3 Each block B ∈ π
can be viewed as a pure state B ∈ ℘ (U) and the whole partition can be associated

with the mixed state of the blocks each with probability Pr (B).

1.2 Kets, bra-kets, Dirac brackets, and the norm in QM/Sets

Given a universe set U = {a, b, c}, the U -basis in ℘ (U) is the set of singletons:

{{a} , {b} , {c}}. The U -basis will be taken as the computational basis by identifying
those singletons respectively with the standard basis {(1, 0, 0) , (0, 1, 0) , (0, 0, 1)} in
Z32. But {a, b} = (1, 1, 0), {b, c} = (0, 1, 1), and {a, b, c} = (1, 1, 1) also form a basis

set since:

{b, c}+ {a, b, c} = {a};
{b, c}+ {a, b}+ {a, b, c} = {b}; and
{a, b}+ {a, b, c} = {c}.
3For the sake of completeness, the empty partition ∅ might be mentioned which is the inverse-

image of the empty function ∅ → X for any set X, but for our purposes, we will ignore it.
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That different basis could be considered as the singletons in an equicardinal universe

set U ′ = {a′, b′, c′} where {a′} = {a, b} = (1, 1, 0), {b′} = {b, c} = (0, 1, 1), and {c′} =

{a, b, c} = (1, 1, 1). One important thing to understand is that, say, {a′} = {a, b}
represent the same abstract vector expressed in two different bases. The following

table represents the 23 = 8 vectors in Z32 expressed in three different bases. Since an
abstract vector is often called a "ket" in Dirac’s treatment of quantum mechanics

[16], the rows in Table 1.2, a "ket table," represent three different representations of

the corresponding abstract vector.

Z32 U = {a, b, c} U ′ = {a′, b′, c′} U ′′ = {a′′, b′′, c′′}
(1, 1, 1) {a, b, c} {c′} {a′′, b′′, c′′}
(1, 1, 0) {a, b} {a′} {b′′}
(0, 1, 1) {b, c} {b′} {b′′, c′′}
(1, 0, 1) {a, c} {a′, b′} {c′′}
(1, 0, 0) {a} {b′, c′} {a′′}
(0, 1, 0) {b} {a′, b′, c′} {a′′, b′′}
(0, 0, 1) {c} {a′, c′} {a′′, c′′}
(0, 0, 0) ∅ ∅ ∅
Table 1.2: Ket table giving a vector space isomorphism:

Z32 ∼= ℘ (U) ∼= ℘ (U ′) ∼= ℘ (U ′′) where row = ket.

How many different bases are there in Z32? Gauss’s formula for the number of or-
dered bases in Zn2 is (2n − 1) (2n − 2) (2n − 2n) ... (2n − 2n−1) [40, p. 71] and the num-

ber of different unordered bases is obtained by dividing by n!. In the case of n = 3,

there are (23 − 1) = 7 choices for a non-zero vector to generate a one-dimensional sub-

space with 2 elements. Then there are another (23 − 2) = 6 choices to generate a two-

dimensional subspace with 4 elements. And finally, there are (23 − 4) = 4 choices for

the elements to generate the whole space. Hence there are (23 − 1) (23 − 2) (23 − 4) =

7 × 6 × 4 ordered bases of Z32 so dividing by 3! = 6 gives 7 × 4 = 28 different bases

for Z32, three of which are listed in Table 1.2.
In Dirac’s ket notation, the abstract vector expressed as {a, b} in the U -basis

would be denoted: |{a, b}〉 or for S ∈ ℘ (U), just as |S〉. Since a row of the ket table
gives the different representations of the same ket in the different bases, we have,

for instance: |{a, c}〉 = |{a′, b′}〉 = |{c′′}〉. It should be noted that computations can
be carried on in any basis and will get the same result. For instance, in the U -basis,
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|{a, c}〉 + |{b, c}〉 = |{a, b}〉 (with the cancellation of {c}) which in the U ′-basis is:
|{a′, b′}〉+ |{b′}〉 = |{a′}〉 (with the cancellation of {b′}) since |{a, b}〉 = |{a′}〉.

In QM/C, the Dirac brackets are defined as the inner product on C which takes
values in the ordered subfield R. But there is no inner product over finite fields since
the positivity requirement 〈v, v〉 > 0 for v 6= 0 requires an ordered subfield such that

adding positive elements preserves the ordering. But in any field of characteristic p

(a prime), adding 1 to each side of 0 < 1 will eventually lead to p − 2 < p − 1 so

adding another 1 yields p−1 < p = 0, so there cannot be such an ordering. Hence the

need to model QM over Z2 requires another definition of the Dirac brackets than an
inner product. One has to decide "what to leave in, what to leave out" from QM/C.
For instance, the Schumacher-Westmoreland model of QM with the base field Z2
decided to retain the feature that the Dirac brackets take values in the base field so

instead of probabilities, they only had the modal values of 0 as impossible and 1 as

possible [52]. A different tact is taken in QM/Sets. In QM/C, the Dirac bracket 〈ψ|φ〉
for normalized states ψ and φ is called the "overlap" where the minimal overlap is

〈ψ|φ〉 = 0 for states that are orthogonal (or disjoint) and maximal overlap is 〈ψ|φ〉 = 1

when they are the same state. And in QM/Sets, there is an obvious notion of overlap,

the cardinality of the intersection, that takes it values in the natural numbers N. That
is, for S, T ∈ ℘ (U):

〈S|UT 〉 = |S ∩ T |.

The idea of a function of vectors in Zn2 taking values outside of Z2 is hardly new. The
natural-number-valued Hamming distance function dH (S, T ) = |S + T | on vector
spaces over Z2 is used in coding theory [46] and logical information theory [25] so
that for S, T ∈ ℘ (U):

dH (S, T ) = |S + T | = |S ∪ T | − |S ∩ T | = |S − T |+ |T − S|.

The ket |T 〉 denotes the ket of T ∈ ℘ (U) and is in that sense basis-independent,

but the ‘bra’〈S|U must be taken as basis-dependent as indicated by the subscript U .
And the intersection S ∩ T requires that both S and T be subsets of U . Moreover

the brackets or bra-kets are not necessarily linear since for T ′ ∈ ℘ (U), 〈S|UT + T ′〉 =

|S ∩ (T + T ′)| = |S ∩ (T ∪ T ′ − T ∩ T ′)| which is not equal to 〈S|UT 〉+〈S|UT ′〉 unless
T ∩ T ′ = ∅, i.e., T and T ′ are disjoint.
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For a general finite universe set U with the disjoint basis {{u}}u∈U , the ket-bra
operator |{u}〉 〈{u}|U () : ℘ (U) → ℘ (U) takes |S〉 to |{u}〉 〈{u} |US〉 = |{u} ∩ S| |u〉
which is {u} if u ∈ S and 0 otherwise. Hence |{u}〉 〈{u}|U () is the projection operator

{u} ∩ () : ℘ (U)→ ℘ (U). Then the sum of these projection operators over the whole

U -basis is the identity operator:∑
u∈U |{u}〉 〈{u}|U () = I() : ℘ (U)→ ℘ (U).

In QM/C,given an orthonormal (ON) basis {vi}ni=1 of the Hilbert space V , the sum
of the ket-bra projection operators is also the identity operator:∑n

i=1 |vi〉 〈vi| = I : V → V

Completeness of the ket-bra sum.

Since 〈{u} |US〉 = 〈S|U {u}〉 = |S ∩ {u}| = χS (u), any bra-ket 〈S|UT 〉 can be resolved
using the ket-bra sum:∑

u∈U 〈S|U {u}〉 〈{u} |UT 〉 =
∑

u∈U χS (u)χT (u) = |S ∩ T | = 〈S|UT 〉

which is the QM/Z2 version of the QM/C:

〈ψ|ϕ〉 =
∑

i 〈ψ|vi〉 〈vi|ϕ〉
Resolution of unity by ket-bra sum.

In QM/C, the magnitude or norm of a vector ψ is often denoted |ψ| =
√
〈ψ|ψ〉

but that conflicts with our notation |S| for cardinality, so we will use ‖ψ‖ =
√
〈ψ|ψ〉

for the norm in QM/C and the corresponding norm in QM/Z2 is:

‖S‖U =
√
〈S|US〉 =

√
|S|

Norm in QM/Z2

which takes values in the reals R. Applied to the resolution of unity:

‖S‖2U = 〈S|US〉 =
∑

u∈U 〈S|U {u}〉 〈{u} |US〉 = |S|

which in QM/C is:

‖ψ‖2 = 〈ψ|ψ〉 =
∑

i 〈ψ|vi〉 〈vi|ψ〉 =
∑

i 〈vi|ψ〉
∗ 〈vi|ψ〉
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where 〈vi|ψ〉∗ = 〈ψ|vi〉 is the complex conjugate of 〈vi|ψ〉.
In QM/C, a vector can be normalized at any time, but in QM/Z2, normalization

is only done when probabilities are computed so to better draw out the analogies, we

will not necessarily assume a vector ψ is normalized. When a state ψ is measured in

the (non-degenerate) measurement basis {vi}, then the probability of obtaining vi is
given by the Born Rule:

Pr (vi|ψ) = ‖〈vi|ψ〉‖2

‖ψ‖2

and the corresponding ‘Born Rule’formula in QM/Z2 is:

Pr (u|US) =
‖〈{u}|US〉‖2U
‖S‖2U

= |{u}∩S|
|S| =

{
1/ |S| if u ∈ S

0 if u /∈ S
.

Thus the QM/Z2 probabilities just reproduce the usual finite probabilities for an
outcome u to occur conditioned on the classical event S ⊆ U with an equiprobable

outcome set U or the probability of getting the outcome u when ‘measuring’ the

superposition state S ∈ ℘ (U) using the U -basis.

1.3 Numerical attributes and random variables in QM/Sets

The role of observables, i.e., Hermitian (or self-adjoint) operators, in QM/C is taken
in QM/Z2 by real-valued attributes f : U → R on a basis set for Zn2 which is also
just a real-valued random variable (r.v.) on the Laplacian (equiprobable) outcome

space U . The range for the numerical attribute or random variable could also just

be the integers or natural numbers; it doesn’t matter in QM/Z2 any more than it
matter in finite probability theory. The point is that these r.v.’s are not restricted to

having values in the base space Z 2. An attribute that did take values in Z2 would
just be the characteristic function for some subset S ∈ ℘ (U), χS : U → Z2 and
thus it would define a linear operator on Zn2 which is just the projection operator
S ∩ () : ℘ (U)→ ℘ (U). Thus the analogues of the QM/C observables in QM/Sets are
the r.v.s f : U → R which are much more general than the linear operators on Zn2
(which are just the projection operators).

Since the observables in QM/C are operators, we have to define the QM/Sets

analogues of eigenvectors, eigenvalues, and eigenspaces for the general r.v.s f : U → R.
Given a Hermitian operator F : V → V , the eigenvectors and eigenvalues of F are

the vectors v ∈ V and reals λ ∈ R that satisfy the eigenvector equation:
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Fv = λv.

For r ∈ R and S ∈ ℘ (U), let rS "formally"4 stand for the result of assigning r to

the elements of S. For f : U → R and f � S being the restriction of f to S, then the
corresponding eigenvector equation in QM/Sets is:

f � S = rS

Eigenvector equation in QM/Sets.

Thus an eigenvalue of f is any r that satisfies f � S = rS for some S ∈ ℘ (U),

and an eigenvector of f is any S ∈ ℘ (U) that satisfies f � S = rS for some r.

Thus the eigenvectors of f are just the subsets S ∈ ℘ (U) where f is constant,

the level-sets of f , and the eigenvalues are those constant values, i.e., the elements

of the image f (U) ⊆ R. The eigenspace of f for an eigenvalue r is the subspace
℘ (f−1 (r)) ⊆ ℘ (U) of all the subsets of U where f has the constant value r, just as in

QM/C, the eigenspace Vλ is the subspace of all eigenvectors of F with the eigenvalue
λ. In QM/C, the eigenspaces Vλ and Vλ′ for λ 6= λ′ are orthogonal or disjoint in

the sense that the only common vector is the zero vector, and the same holds for

eigenvalues r 6= r′ in QM/Sets: ℘ (f−1 (r)) ∩ ℘ (f−1 (r′)) = {∅}. If Pλ : V → V is the

projection operator to the eigenspace Vλ, then the completeness of those projection

operators is expressed by: ∑
λ Pλ = I : V → V

(sum is over the eigenvalues λ of F ). Similarly in QM/Sets, let Pr = f−1 (r) ∩ () :

℘ (U)→ ℘ (U) be the projection operator to the eigenspace ℘ (f−1 (r)) and then the

sum of the projection operators to the eigenspaces is the identity as illustrated in

Figure 1.1: ∑
r∈f(U) f

−1 (r) ∩ () = I() : ℘ (U)→ ℘ (U).

4We say "formally" since the operation of multiplying a real number times a set is not defined
so we interpret it as the result of defining a function on S ∈ ℘ (U) as having the constant value r.
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Figure 1.1: Subset S expressed as union over r ∈ f (U) of disjoint intersections

f−1 (r) ∩ S.

In QM/C, the eigenspaces of F form a direct-sum decomposition of V , symbolized:

V =
∑

λ⊕Vλ

which means that every vector v ∈ V can be uniquely expressed as a sum of vectors

vλ ∈ Vλ from the eigenspaces. Reasoning in terms of sets, a r.v. f : U → R induces
the inverse-image partition {f−1 (r)}r∈f(U) on U and any subset S can be uniquely

expressed as the union of (disjoint) subsets where f is constant: S =
⋃
r∈f(U)f

−1 (r)∩
S. This fact translates directly into ℘ (U) being the direct-sum decomposition of the

eigenspaces of f :

℘ (U) =
∑

r∈f(U)⊕℘ (f−1 (r)).

Thus we see how the whole machinery of eigenvectors, eigenvalues, eigenspaces, and

direct-sum decompositions of eigenspaces are developed in QM/Sets for numerical

attributes or r.v.s—even though the only actual operators are the projections.

To approach the probability calculus for r.v.s f : U → R, the QM/C equa-

tion: ‖ψ‖2 = 〈ψ|ψ〉 =
∑

λ ‖Pλ (ψ)‖2 is expressed in QM/Sets as: ‖S‖2U = 〈S|US〉 =∑
r ‖f−1 (r) ∩ S‖2U =

∑
r |f−1 (r) ∩ S| = |S|. Then we normalize to have probabilities

that sum to one:
∑

λ
‖Pλ(ψ)‖2

‖ψ‖2 = 1 for ψ 6= 0 and
∑

r∈f(U)
‖f−1(r)∩S‖2

U

‖S‖2U
=
∑

r

|f−1(r)∩S|
|S| =

1 for S 6= ∅. Then when measuring ψ by the observable F , the Born Rule probability
of getting the eigenvalue λ is:

Pr (λ|ψ) = ‖Pλ(ψ)‖2

‖ψ‖2
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and the corresponding probability for getting the eigenvalue r of the r.v. f when

conditioned by S is:

Pr (r|S) =
‖f−1(r)∩S‖2

U

‖S‖2U
=
|f−1(r)∩S|
|S| .

Again we see that with a fixed basis U , the probability calculus of QM/Sets is just

the ordinary finite probability calculus for values of a random variable f on the

equiprobable outcome set U—except that S can be a superposition event S in the

vector space ℘ (U) or a classical event S which is just a subset of U .

For example, consider the roll of a pair of fair dice so the equiprobable outcome

space is U = {1, ..., 6} × {1, ..., 6}. The numerical attribute or r.v. is f : U → N
where f (d1, d2) = d1+d2 (the sum of the two dies faces showing up). Then f−1 (7) =

{(1, 6) , (2, 5) , (3, 4) , (4, 3) , (5, 2) , (6, 1)} so for any conditioning event S ∈ ℘ (U),

the probability of getting a seven is: Pr (7|US) =
‖f−1(7)∩S‖2

U

‖S‖2U
=
|f−1(7)∩S|
|S| . If S was

the set of outcomes where at least one die came up with a 1, then |S| = 11, and

Pr (7|US) =
|f−1(7)∩S|
|S| = 2

11
.

For the attribute f : U → R, the spectral decomposition of f is formally f � () =∑
r r [f−1 (r) ∩ ()], so we have:

〈S|Uf � ()|S〉 = 〈S|U
∑

r rf
−1 (r) ∩ ()|S〉 =

∑
r r 〈S|Uf−1 (r) ∩ S〉 =∑

r r |f−1 (r) ∩ S|.

Then normalizing we have the average value of the r.v. f on the subset S ∈ ℘ (U):

〈f〉S = 〈S|Uf�()|S〉
〈S|US〉 =

∑
r r
|f−1(r)∩S|
|S| =

∑
r rPr (r|S) = average of f on S.

The corresponding formula in QM/C for the average value of the observable F when
measuring the state ψ is:

〈F 〉ψ = 〈ψ|F |ψ〉
〈ψ|ψ〉 .

1.4 The linearization methodology behind QM/Sets

There is a linearization methodology at work in developing QM/Z2 concepts from
QM/C concepts. The linearization method develops the correlation between set con-
cepts and vector-space concepts. For instance, if we apply a set concept to a basis
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set of a vector space, then it will generate the corresponding vector-space concept.

Table 1.3 gives a brief summary of some set concepts and the corresponding linearized

vector-space concepts.

Set concept Vector space concept

Cardinality Dimension

Subset Subspace

Partition Direct-sum decomposition

Numerical attribute f Linear operator F

Value r of f Eigenvalue λ of F

Constant set of f Eigenvector of F

Set of constant r-sets ℘ (f−1 (r)) Eigenspace of λ

Direct product of sets Tensor product of spaces
Table 1.3: Linearization of set concepts to corresponding vector-space concepts.

The correspondence can be traversed in the other direction to arrive at the cor-

responding set concept starting with a vector-space concept of quantum mechanics.

The methodology behind the development of QM/Z2 is then to express the set con-
cept in the vector-space setting of Zn2 where the vectors are interpreted as subsets of
a universe set—but where there are different basis sets for Zn2 so many of the charac-
teristic features of QM/C can be modeled in QM/Z2. That is essentially how QM/Z2
is generated. The Table 1.4 gives a brief summary of that correspondence between

QM/Z2 and QM/C.
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QM/Z2 QM/C

Bra-kets 〈S|UT 〉 = |S ∩ T | 〈ψ|ϕ〉 = overlap of ψ, ϕ

Resolution of unity 〈S|UT 〉 =
∑

u∈U 〈S|U {u}〉 〈{u} |UT 〉 〈ψ|ϕ〉 =
∑

i 〈ψ|vi〉 〈vi|ϕ〉
Projection op. S ∩ () : ℘ (U)→ ℘ (U) P : V → V

Observable f : U → R F : V → V

Eigenvalue Eqn. f � S = rS Fv = λv

Eigenspaces ℘ (f−1 (r)) for eigenvalue r {v : Fv = λv} for eigenvalue λ
Spectral Decomp. f =

∑
r∈f(U) rχf−1(r) F =

∑
λ λPλ

Completeness
∑

r f
−1 (r) ∩ () = I

∑
λ Pλ = I

Orthogonality r 6= r′, f−1 (r) ∩ f−1 (r′) = ∅ λ 6= λ′, PλPλ′ = 0

Direct-Sum Decomp. ℘ (U) =
∑

r⊕℘ (f−1 (r)) V =
∑

λ⊕Vλ
Norm ‖S‖U =

√
〈S|US〉 =

√
|S| ‖ψ‖ =

√
〈ψ|ψ〉

Probability Pr (r|S) =
‖f−1(r)∩S‖2

U

‖S‖2U
=
|f−1(r)∩S|
|S| Pr (λ|ψ) = ‖Pλ(ψ)‖2

‖ψ‖2

Average value 〈f〉S = 〈S|Uf�()|S〉
〈S|US〉 〈F 〉ψ = 〈ψ|F |ψ〉

〈ψ|ψ〉
Table 1.4: Summary of analogues in QM/Z2 and QM/C.

2 Philosophical interlude: the Literal or Objective

Indefiniteness Interpretation of QM

While QM/Sets can be viewed purely as a pedagogical model, it also may bear on the

questions about the philosophical interpretation of QM/C. Classical physics is com-
patible with the common-sense view of reality that might be referred to as "definite

properties all the way down."

It is now rather widely accepted that this common-sense view of reality is not

compatible with quantum mechanics. If we think in terms of only two positions, here

and there, then in classical physics a particle is either definitely here or there, while in

QM, the particle can be "neither definitely here nor there." [66, p. 144] This is usually

misrepresented in the popular literature as the particle being "both here and there

at the same time." This is not an epistemic or subjective indefiniteness of location; it

is an ontological or objective indefiniteness. The notion of objective indefiniteness in

QM has been most emphasized by Abner Shimony ([53], [54], [55]).

From these two basic ideas alone —indefiniteness and the superposition
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principle — it should be clear already that quantum mechanics conflicts

sharply with common sense. If the quantum state of a system is a complete

description of the system, then a quantity that has an indefinite value

in that quantum state is objectively indefinite; its value is not merely

unknown by the scientist who seeks to describe the system. ...Classical

physics did not conflict with common sense in these fundamental ways.[53,

p. 47]

These statements ... may collectively be called "the Literal Interpre-

tation" of quantum mechanics. This is the interpretation resulting from

taking the formalism of quantum mechanics literally, as giving a represen-

tation of physical properties themselves, rather than of human knowledge

of them, and by taking this representation to be complete. [55, pp. 6-7]

Peter Mittelstaedt has also emphasized blurred, unsharp, or "incompletely deter-

mined" [47, p. 171] quantum states, and Shimony’s and Mittelstaedt’s students have

continued this line of approach [8].5

Other philosophers of physics have suggested related ideas: inherent indefiniteness

[28, p. 202], value indefiniteness [57], ontic vagueness [41], indeterminate properties

[36], quantum vagueness [31], and so forth. Indeed the idea that a quantum state is in

some sense "blurred" or "like a cloud" is now rather commonplace even in the popular

literature. It is the standard view that a description of a superposition quantum state

is a complete description, which implies that the indefiniteness of a superposition

state is in some sense objective.

In QM/Sets, the fully distinct elements {u} ∈ ℘ (U) might be called "eigen-

elements" and a subset S is a "superposition" of the eigen-elements {u} ∈ ℘ (S)

—thinking of the collecting together {u, u′, ...} = S of the elements of S as their

"superposition"—which is their vector addition when we interpret ℘ (U) as a vector

space over Z2. With distinctions, the indistinct element S might be refined into one
of the eigen-elements {u} ∈ ℘ (S).

Abner Shimony as well as Shimon Malin [44] in the description of a superposition

state as being objectively indefinite, sometimes adopted Heisenberg’s [34] language

of "potentiality" and "actuality" to describe the relationship of the eigenstates that

are superposed to give an objectively indefinite superposition. This terminology is,

5See also the discussion by Falkenburg [26].
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however, somewhat misleading since the indefinite superposition state is perfectly

actual; it is only the multiple eigenvectors in the superposition that are "potential"

until "actualized" by some further distinctions. In a measurement, an actual indefinite

superposition state becomes an actual more-definite state. Since the measurement

goes from actual indefinite state to actual more-definite state, the potential-to-actual

language of Heisenberg should be interpreted as indefinite-to-more-definite. Consider

a three-element universe U = {a, b, c} in QM/Sets and a partition π = {{a} , {b, c}}.
The block S = {b, c} is objectively indefinite between {b} and {c} so those singletons
are its potential more-definite states in the sense that a distinction could sharpen

{b, c} to either {b} or {c}.
Note that this objective indefiniteness is not well-described as saying that indef-

inite pre-distinction superposition {b, c} is "simultaneously both a definite {b} and
a definite {c}"; instead it is indefinite between {b} and{c}. That is, a superposition
should not be thought of like a double exposure photograph which has two fully

definite images (e.g., simultaneously a picture of say {b} and {c}). That imagery
is a holdover from classical wave imagery, e.g., in Fourier analysis, where definite

eigen-waveforms are superposed to give a definite superposition waveform. That is

the wrong imagery to understand QM. The definite superposition waveform should

be thought of as an indefinite waveform that is indefinite between the eigen-waveforms

that are superposed. The superposition of eigen-waveforms should be thought as the

mathematical way to define indefiniteness between them rather than the way to define

a new definite waveform. There is an alternative and better way to mathematically

depict indefiniteness, namely density matrices (with their non-zero off-diagonal ele-

ments), which will be considered later. They can be defined over other fields, e.g.,the

rationals Q in QM/Sets and thus avoid the misleading wave-imagery of QM/C.
In terms of the photo imagery, instead of a double-exposure photograph, a super-

position representation might be thought of as "a photograph of clouds or patches of

fog." (Schrödinger quoted in: [30, p. 66]). Schrödinger distinguishes a "photograph of

clouds" from a blurry photograph presumably because the latter might imply that it

was only the photograph that was blurry while the underlying objective reality was

sharp. The "photograph of clouds" imagery for a superposition connotes a clear and

complete picture of an objectively "cloudy" or indefinite reality.

What about "wave-particle duality"? States that are indistinct for an observ-

able are represented as weighted vector sums or superpositions of the eigenstates
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that might be rendered more definite by further distinctions. This indistinctness-

represented-as-superpositions is usually interpreted as "wave-like aspects" of the par-

ticles in the indefinite state. Hence the distinction-making measurements take away

the indistinctness—which is usually interpreted as taking away the "wave-like aspects,"

i.e., "collapse of the wave packet." But there are no actual physical waves in quantum

mechanics (e.g., the "wave amplitudes" are complex numbers); only particles with

indefinite states for certain observables. Thus the "collapse of the wave packet" is

better described as the "collapse of indefiniteness" to achieve more definiteness. And

the "wave-particle duality" is actually the contrast between particles in indefinite or

definite states.

Consider the standard double-slit experiment. When there is no distinction be-

tween the two slits, then the position attribute of the traversing particle is indefinite

between top slit and bottom slit (not "going through both slits"), which is usually

interpreted as the "wave-like aspects" that show interference. But when a distinction

is made between the slits, e.g., inserting a detector in one slit or closing one slit,

then the distinction reduces the indefiniteness to definiteness so the indefiniteness

disappears, i.e., the "wave-like aspects" such as interference disappear.

What about quantum dynamics? What about the (time-dependent) Schrödinger

wave equation? Since measurements, or, more generally, interactions between quan-

tum systems may make distinctions, we might ask the following question. What is

the evolution of a quantum system that is isolated so that no distinctions are made

in the sense that the degree of indistinctness between state vectors is not changed?

Two states ψ and ϕ in a Hilbert space are fully distinct if they are orthogonal,

i.e., 〈ψ|ϕ〉 = 0. Two states are fully indistinct if 〈ψ|ϕ〉 = 1. In between, the degree

of indistinctness can be measured by the overlap 〈ψ|ϕ〉, the inner product of the
state vectors. Hence the evolution of an isolated quantum system where the degree

of indistinctness does not change is described by a linear transformation that pre-

serves inner products, i.e., by a unitary transformation. Hence the partition-based

distinctness-indistinctness analysis accounts for the unitary behavior of an isolated

quantum system not undergoing any interaction that "could, in principle, distinguish

the alternative final states" [29, p. 3-9] in a superposition.

The connection between unitary transformations and the solutions to the Schrödinger

"wave" equation is given by Stone’s Theorem [60]: there is a one-to-one correspon-

dence between strongly continuous 1-parameter unitary groups {Ut}t∈R and Hermitian
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operators H on the Hilbert space so that Ut = eiHt.

In simplest terms, a unitary transformation describes a rotation such as the rota-

tion of the unit vector in the complex plane as shown in Figure 2.1.

Figure 2.1: Rotating vector and addition of vectors.

The rotating unit vector traces out the cosine and sine functions on the two axes, and

the position of the arrow can be compactly described as a function of ϕ using Euler’s

formula:

eiϕ = cos (ϕ) + i sin (ϕ).

Such complex exponentials and their superpositions are the "wave functions" of

QM/C. The "wave functions" describe the evolution of particles in indefinite states in
isolated systems where there are no interactions to change the degree of indistinctness

between states, i.e., the context where Schrödinger’s equation holds. Classically it has

been assumed that the mathematics of waves must describe physical waves of some

sort, and thus the puzzlement about the "wave functions" of QM having complex

amplitudes (in 3N -dimensional space for systems of N particles) and no correspond-

ing physical waves. But there is another interpretation; "wave" mathematics is the

mathematics of indefiniteness-preserving evolution, e.g., superposition represents in-

definiteness and unitary evolution represents the indistinctness-preserving evolution

of an isolated system.

Thus the objective indefiniteness approach to interpreting QM/C provides an

explanation for the appearance of the wave mathematics (which implies interference as

well as the quantized solutions to the "wave" equation that gave QM/C its misleading
name) when, in fact, there are no actual physical waves involved.

The role of the "waves" in ordinary quantum mechanics can be further clarified by

viewing quantum dynamics in QM/Sets. The set version of a linear transformation
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that takes an orthonormal basis to an orthonormal basis (i.e., a unitary transfor-

mation) is a linear transformation that takes a basis to a basis (i.e., a nonsingular

transformation). Thus we can take an nonsingular transformation A : ℘ (U)→ ℘ (U)

as a one period dynamic law in QM/Sets on the subsets of a set U .

In QM/C, suppose the Hamiltonian H has an orthonormal basis of energy eigen-

states {|Ej〉} so H |Ej〉 = Ej |Ej〉. Then the application of the propagation operator
U (t) from t = 0 to time t applied to |ψ0〉 =

∑
j cj |Ej〉 has the action:

U (t) |ψ0〉 = |ψt〉 = eiHt |ψ0〉 =
∑

j cje
iHt |Ej〉 =

∑
j cje

iEjt |Ej〉.

Thus U (t) transforms the orthonormal basis {|Ej〉} into the orthonormal basis
{∣∣E ′j〉} ={

eiEjt |Ej〉
}
. Even though this unitary transformation introduces different relative

phases for the different energy eigenstates in U (t) |ψ0〉, the probabilities for an energy
measurement do not change since ‖cj‖2 =

∥∥cjeiEjt∥∥2. The effects of time evolution
show when the evolved state U (t) |ψ0〉 is measured in another basis {|ak〉}. Suppose
for each j, |Ej〉 =

∑
k α

j
k |ak〉 so that:

U (t) |ψ0〉 = |ψt〉 =
∑

j cje
iEjt |Ej〉 =

∑
j cje

iEjt
∑

k α
j
k |ak〉 =

∑
k

(∑
j cje

iEjtαjk

)
|ak〉.

Then under time evolution, there is interference in the coeffi cient
∑

j cje
iEjtαjk of each

eigenstate |ak〉 (the summing of the rotating unit vectors in Figure 2.1). Since the
complex exponentials eiEjt can be mathematically interpreted as "waves," this is the

interference characteristic of wave-like behavior in the evolution of the quantum state

|ψ0〉.
But there is interference without waves in QM/Sets where many of the charac-

teristic phenomena of QM can nevertheless be reproduced. Suppose we start with

a state S ∈ ℘ (U) for U = {u1, ..., un} which is represented in the U -basis as
|S〉 =

∑
j 〈uj|US〉 |uj〉 =

∑
j bj |uj〉 where 〈uj|US〉 = bj ∈ Z2. Then the "dynam-

ics" of a nonsingular transformation A : Zn2 → Zn2 takes the basis {|uj〉} to another
basis

{∣∣u′j〉} (where A |uj〉 =
∣∣u′j〉) which is the set version of U (t) taking the ortho-

normal basis {|Ej〉} to the orthonormal basis
{∣∣E ′j〉} where ∣∣E ′j〉 = eiEjt |Ej〉. Thus

|S〉 is transformed into |S ′〉 =
∑

j bj
∣∣u′j〉 with the same bj’s so that Pr (uj|S) =

b2j
|S| =

b2j
|S′| = Pr

(
u′j|S ′

)
and 〈S|UT 〉 = 〈S ′|U ′T ′〉 (where for T ∈ ℘ (U), A |T 〉 = |T ′〉 for some

T ′ ∈ ℘ (U ′)). But the state |S ′〉 =
∑

j bj
∣∣u′j〉 could be measured in another U ′′-basis{∣∣u′′j〉} where ∣∣u′j〉 =

∑
k α

j
k |u′′k〉 so that:
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A |S〉 = |S ′〉 =
∑

j bj
∣∣u′j〉 =

∑
j bj
∑

k α
j
k |u′′k〉 =

∑
k

(∑
j bjα

j
k

) ∣∣u′′j〉.
Then under time evolution, there is interference in the coeffi cient

∑
j bjα

j
k of each

eigenstate
∣∣u′′j〉. This suffi ces to give the interference phenomena that are ordinarily

seen as characteristic of wave-like behavior but there is no mathematics of waves in

QM/Sets.

The Table 2.1 summarizes the results using the minimal superpositions: |S〉 =

b1 |u1〉+ b2 |u2〉 and |ψ0〉 = c1 |E1〉+ c2 |E2〉.

QM/sets QM

|uj〉
A→
∣∣u′j〉 |Ej〉

U→
∣∣E ′j〉 = eiEjt |Ej〉

|S〉 = b1 |u1〉+ b2 |u2〉 → b1 |u′1〉+ b2 |u′2〉 |ψ0〉 = c1 |E1〉+ c2 |E2〉 → c1 |E ′1〉+ c2 |E ′2〉∣∣u′j〉 =
∑

k

〈
u′′k|U ′′u′j

〉
|u′′k〉 =

∑
k α

j
k |u′′k〉 |Ej〉 =

∑
k α

j
k |ak〉;

∣∣E ′j〉 = eiEjt
∑

k α
j
k |ak〉

b1 |u1〉+ b2 |u2〉 →
∑

k (b1α
1
k + b2α

2
k) |u′′k〉 c1 |E1〉+ c2 |E2〉 →

∑
k

(
c1e

iE1tα1k + c2e
iE2tα2k

)
|ak〉

Table 2.1: Showing the role in interference in QM/Sets and in QM/C

The mathematics of waves (complex exponentials eiϕ) comes into the mathematics

of quantum mechanics only over C; real exponentials either grow or decay but don’t
behave as waves. The complex numbers C are the algebraically complete extension of
the reals where Hermitian operators will always find a complete set of eigenvectors,

and the complex numbers also provide the natural mathematics to express the action

of waves. Another context where the algebraic completeness of C is important (and
not particularly related to waves) is the role of group representations in vector spaces

over C for the irreducible representations that model elementary particles [59].
Thus QM/Sets allows us to separate the QM behavior due to superposition and

interference apart from the specifically wave-version of that interference in QM/C.
The root of the interference is superposition, i.e., the different j’s in the coeffi cients∑

j cje
iEjtαjk in QM/C or

∑
j bjα

j
k in QM/Sets, and superposition is the mathematical

representation of indefiniteness. It is indefiniteness that is the basic feature, and a

particle in a superposition state for a certain observable will have the evolution of

that indefiniteness expressed by coeffi cients
∑

j cje
iEjtαjk using complex exponentials

(i.e., the mathematics of waves) so the indefiniteness will then appear as "wave-like"

behavior.
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3 Measurement and dynamics in QM/Sets

3.1 Measurement and partitions

A partition (and their vector-space counterpart of direct-sum decompositions) is the

mathematical concept to model distinctions and indistinctions, definiteness and in-

definiteness, and distinguishability and indistringuishability. A partition π on a set

U is a set of nonempty subsets π = {B,B′, ...} called "blocks" such that the blocks
are disjoint and the union of the blocks is U . Each numerical attribute f : U → R
induces the inverse-image partition f−1 = {f−1 (r)}r∈f(U). Thus a partition on U can
be considered as an abstraction from a numerical attribute on U where we abstract

away from the different values assigned to the blocks of the partition. Given another

partition σ = {C,C ′, ...} on U , the partition σ is refined by π, written σ - π, if for

every block B ∈ π, there is a block (necessarily unique) C ∈ σ such that B ⊆ C.

Intuitively, π can be obtained from σ by chopping up some blocks of σ to obtain the

blocks of π. Refinement is a partial order for the partitions on U meaning that it is

reflexive, i.e., π - π, anti-symmetric, i.e., σ - π and π - σ implies σ = π, and transi-

tive, i.e., if σ - π and π - τ , then σ - τ . The least refined partition is the indiscrete

partition 0U = {{U}} whose only block is U itself and the most refined partition is

the discrete partition 1U = {{u}}u∈U whose blocks are the singletons of the elements
of U . The partial order of refinement is picture in Figure 3.1 for U = {a, b, c}.

Figure 3.1: Partial order of partitions on U = {a, b, c}.

All the logical operations in the Boolean logic of subsets (usually presented as

"propositional logic") can also be defined for partitions [19] but the only one we will

use is the join π ∨ σ which is the set of nonempty intersections B ∩ C for B ∈ π
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and C ∈ σ. For instance, the join of {{a, b} , {c}} and {{a} , {b, c}} is the discrete
partition {{a} , {b} , {c}} = 1U .6

An ordered pair (u, u′) ∈ U × U is called a distinction or dit of a partition π

if u and u′ are in different blocks of π. The set of all distinctions of π is its ditset

dit (π) ⊆ U × U . An ordered pair (u, u′) is called an indistinction or indit of π if

u and u′ are in the same block of π. The set of all indistinctions of π is its inditset

indit (π) ∈ U × U . Each partition π defines an equivalence relation on U × U where

u ∼ u′ if they are in the same block of π so that equivalence relation is just the inditset

indit (π). Since each pair (u, u′) are either in the same block or in different blocks of

π, the ditset and inditset of π are complements in U ×U : dit (π) = U ×U − indit (π).

The ditsets of partitions on U might be called the partition relations on U × U , but
are also called apartness relations in computer science or constructive mathematics.

With the equiprobable assumption on the elements of U , each block in a partition

π has a probability assigned to it, Pr (B) = |B|
|U | . Since each block B ∈ π is a "state"

B ∈ ℘ (U), the partition π can be seen as a probability weighed mixture of states in

QM/Sets, and it corresponds to a mixed state in QM/C. The vectors in ℘ (U), e.g.,

the blocks B ∈ π, correspond to pure states in QM/C.
In QM/C, a measurement of a pure state superposition creates distinctions be-

tween eigenvectors that were previously superposed. In QM/Sets, let f : U → R be
a random variable on U and consider a (pure) state S ∈ ℘ (U). The measurement of

S by the "observable" f creates the partition on S consisting of the nonempty blocks

f−1 (r) ∩ S for r ∈ f (U) each with probability Pr (r|S) =
|f−1(r)∩S|
|S| . In this manner,

a measurement of a pure state creates a mixed state. Prior to the measurement, the

nonempty subsets f−1 (r) ∩ S of S are the eigenvectors of f that are superposed in
S, and the f -measurement distinguishes them. In terms of the partition join, the f -

measurement on S is just the result on S of joining the partition {S, Sc} (where Sc

is the complement of S in U) with {f−1 (r)}r∈f(U).
One of the core issues in the philosophy of quantum mechanics is the nature

of measurement. Thus it should be noted that in QM/Sets, the measurement of a

pure state S ∈ ℘ (U) by an observable f : U → R is ‘formally’ the same as the

process in ordinary finite probability theory of sampling the r.v. f on the conditioning

event S which returns a value r of the r.v. with probability Pr (r|S). When an f -

6In some of the older literature ([7]; [32]), the partial order is written the other way around so
the join then becomes the meet.
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value r is returned, then it means that the event f−1 (r) ∩ S occurred so we could
say that the event S projected to the event f−1 (r) ∩ S by the projection operator
f−1 (r) ∩ () : ℘ (U) → ℘ (U). Thus these operations in finite probability theory just

mimic (projective) measurement in QM/C. [12, p. 221]
These analogies between ordinary finite probability theory and QM/C are not

entirely new. Hermann Weyl hinted at them in his informal description of quantum

mechanics. Weyl referred to a partition as a "grating" or "sieve." Arthur Eddington

made a very early use of the sieve idea:

In Einstein’s theory of relativity the observer is a man who sets out

in quest of truth armed with a measuring-rod. In quantum theory he sets

out armed with a sieve.[17, p. 267]

This passage was quoted by Weyl [67, p. 255] in his treatment of gratings. Weyl then

considered both set partitions and vector space partitions (direct-sum decompositions)

as the respective types of gratings.[67, pp. 255-257] He started with a numerical

attribute on a set, e.g., f : U → R, which defined the set partition or "grating" [67,
p. 255] with blocks having the same attribute-value, e.g., {f−1 (r)}r∈f(U). Then he
moved to the QM/C case where the universe set, e.g., U = {u1, ..., un}, or "aggregate
of n states has to be replaced by an n-dimensional Euclidean vector space" [67, p.

256]. The appropriate notion of a vector space partition or "grating" is a "splitting

of the total vector space into mutually orthogonal subspaces" so that "each vector
−→x splits into r component vectors lying in the several subspaces" [67, p. 256], i.e., a

direct-sum decomposition of the space. After referring to a partition as a "grating" or

"sieve," Weyl notes that "Measurement means application of a sieve or grating" [67,

p. 259], e.g., in QM/Sets, the application (i.e., join) of the set-grating or partition

{f−1 (r)}r∈f(U) to the pure state {S} to give the mixed state {f−1 (r) ∩ S}r∈f(U).
In the pure state S, the f -eigenvectors f−1 (r) ∩ S are superposed in an indefinite
superposition but are distinguished (or "decohered") by the f -measurement to become

more definite. This process might be illustrated as the result of an indefinite blob of

dough falling through one of the differently shaped holes in a grating, and then taking

on that shape as in Figure 3.2.
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Figure 3.2: Measurement as passing an indefinite shape through a grating to acquire

a definite shape.

A measurement occurs when a superposition state S interacts with something that

makes distinctions—a partition {f−1 (r)}r∈f(U)—that does not allow the superposed

states to continue in that indefinite form so that only one of the superposed states

f−1 (r) ∩ S emerges from the measurement interaction.

Example: A measurement by a numerical attribute f is said to be nondegenerate
if all the eigenspaces are one-dimensional. For U = {a, b, c}, let f : U → R be f (a) =

1, f (b) = 2, and f (c) = 3 so the one-dimensional eigenspaces are: ℘ (f−1 (1)) =

{∅, {a}}, ℘ (f−1 (2)) = {∅, {b}}, and ℘ (f−1 (3)) = {∅, {c}}. Then the measurement
of S = U will give the mixed state of {a} with probability Pr ({a} |U) = |{a}∩U |

|U | = 1
3

and similarly for {b} and {c}. If the measurement or trial returns the eigenvalue of
3, then the resultant state is the projection f−1 (3)∩U = {c} as illustrated in Figure
3.3.

Figure 3.3: Nondegenerate measurement.

Example: Consider a simple example where we start with S = U = {a, b, c} ∈
℘ (U). Regardless of the values of the r.v.s on U , there are essentially only four inverse-

image partitions that refine the indiscrete partition as is seen in Figure 3.3. Consider
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the observable, numerical attribute, or random variable χ{b,c} : U → Z2 whose inverse-
image partition is χ−1{b,c} = {{a} , {b, c}}. The two eigenspaces are ℘ ({a}) = {∅, {a}}
and ℘ ({b, c}) = {∅, {b} , {c} , {b, c}} which form a direct-sum decomposition of ℘ (U),

i.e., each subset of U is a sum of a unique pair of subsets, one from each eigenspace.

The "measuring apparatus" makes distinctions by joining the attribute’s inverse-

image partition

χ−1{b,c} =
{
χ−1{b,c} (1) , χ−1{b,c} (0)

}
= {{b, c} , {a}}

with the pure state representing the indefinite entity U = {a, b, c} which yields the
mixed state of {a} with probability Pr ({a} |U) = Pr (0, U) = |{a}∩U |

|U | = 1
3
and {b, c}

with probability Pr ({b, c} |U) = Pr (1|U) = |{b,c}∩U |
|U | = 2

3
. Suppose that the measure-

ment or the trial in ordinary probability theory returns a 1 so the indefinite state

{a, b, c} projects to the more definite state χ−1{b,c} (1) ∩ U = {b, c}. This is called a de-
generate result since the eigenspace ℘

(
χ−1{b,c} (1)

)
= ℘ ({b, c}) = {∅, {b} , {c} , {b, c}}

doesn’t have dimension one. Another measurement is needed to make more distinc-

tions. Either χ{a,b} or χ{a,c} would suffi ce to decohere {b, c} into singletons with one-
dimensional eigenspaces. Taking, for example, the other attribute as χ{a,b}, the join

of the two attributes’partitions is discrete:

χ−1{b,c} ∨ χ
−1
{a,b} = {{a} , {b, c}} ∨ {{a, b} , {c}} = {{a} , {b} , {c}} = 1U .

The second measurement turns the pure state {b, c} into the mixed state of {b}
with probability Pr (1| {b, c}) = |{a,b}∩{b,c}|

|{b,c}| = 1
2
and of {c} with the probability

Pr (0| {b, c}) = |{c}∩{b,c}|
|{b,c}| = 1

2
. Let us suppose that the measurement or trial returns a

0 so {b, c} projects to χ−1{a,b} (0) ∩ {b, c} = {c} ∩ {b.c} = {c}. The results of these two
measurements and outcomes is pictured in Figure 3.4.

Figure 3.4: Results of the two measurements or trials.
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Since the join χ−1{b,c} ∨ χ
−1
{a,b} = 1U was the discrete partition on U , those two

attributes are said to be a "complete set", the QM/Z2 version of Dirac’s Complete Set
of Commuting Operators or CSCOs [16], since they suffi ce to reduce U to singletons

each with probability 1
3
as we found for the singleton {c} with probability 2

3
× 1

2
= 1

3
.

Then each singleton can be characterized by the ordered pair of eigenvalues along the

path, i.e., |{a}〉 = |0, 1〉, |{b}〉 = |1, 1〉, and |{c}〉 = |1, 0〉.

3.2 Non-commutativity and the Indeterminacy Principle in

QM/Sets

In finite probability theory with a fixed outcome space U , all random variables on U

would have a definite value on any trial and in that sense they "commute." But we

have reproduced a model of finite probability theory using a basis U of the vector

space Zn2 which, however, has many more bases. By considering numerical attributes
defined on different basis sets for Zn2 , we can reproduce the non-commutativity of
operators in QM/C.

Since we don’t have linear operators on Zn2 aside from projection operators, the

non-commutativity has to be defined using numerical attributes on different basis

sets. Consider f : U → R with eigenvalues {r}r∈f(U) and g : U ′ → R with eigenvalues
{s}s∈g(U ′) for two different basis sets U and U ′ for Zn2 . Each numerical attribute defines
a set of eigenspaces {f−1 (r)}r∈f(U) and {g−1 (s)}s∈g(U ′) on the same space Zn2 . Given
two partitions π and σ on the same set U , their join π∨σ is the partition on U whose
blocks are all the non-empty intersections B ∩ C for blocks B ∈ π and C ∈ σ [19].
Taking the non-zero intersections gives a set of subspaces of the form f−1 (r)∩g−1 (s)

for some of the r ∈ f (U) and s ∈ g (U ′). The sets of eigenspaces of f and of g each

span the whole space Zn2 . The non-zero subspaces of the form f−1 (r)∩g−1 (s) are the

subspaces of simultaneous eigenvectors of f and g so let SE be the subspace of Zn
2

that they span.

In QM/C, given two Hermitian operators F,G : V → V , the space SE of simul-
taneous operators can be constructed in the same way.

Proposition 1 SE is the kernel of the commutator: SE = ker ([F,G]) = ker (FG−GF ).

Proof: Let F,G : V → V be two Hermitian operators on a finite dimensional

vector space V and let v be a simultaneous eigenvector of the operators, i.e., Fv = λv
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and Gv = µv. Then [F,G] (v) = (FG−GF ) (v) = (λµ− µλ) v = 0 so the space

SE spanned by the simultaneous eigenvectors is contained in the kernel ker ([F,G]),

i.e., SE ⊆ ker ([F,G]). Conversely, if we restrict the two operators to the subspace

ker ([F,G]), then the restricted operators commute on that subspace. Then it is a stan-

dard theorem of linear algebra [37, p. 177] that the subspace ker ([F,G]) is spanned

by simultaneous eigenvectors of the two restricted operators. But if a vector is a si-

multaneous eigenvector for the two operators restricted to a subspace, they are the

same for the operators on the whole space V , since the two conditions Fv = λv and

Gv = µv only involves a vector in the subspace. Hence ker ([F,G]) ⊆ SE . �
The operators commute if [F,G] = 0 so the kernel of the commutator is the whole

space V . This shows what the definitions should be in QM/Sets.

f, g commute or are compatible if SE = Zn2 ;
f, g are incompatible if SE 6= Zn2 ; and

f, g are conjugate if SE = {∅},

Example of incompatibility: Let U = {a, b, c} and U ′ = {a′, b′, c′} where {a′} =

{a, b}, {b′} = {b, c}, and {c′} = {a, b, c} all as in Table 1.1 with the U -basis being the
computational basis. For f : U → R, let f(a) = 1; f (b) = f (c) = 2, so ℘ (f−1 (1)) =

{∅, {a}} and ℘ (f−1(2)) = {∅, {b} , {c} , {b, c}}. For g : U ′ → R, lets g (a′) = g (b′) = 3;

g (c′) = 5; so ℘ (g−1 (3)) = {∅, {a′} , {b′} , {a′, b′}} = {∅, {a, b} , {b, c} , {a, c}} and
℘ (g−1 (5)) = {∅. {c′}} = {∅, {a, b, c}}. Hence the two direct-sum decompositions of

eigenspaces are:

℘ (f−1 (1))⊕ ℘ (f−1(2))

= {∅, {a}} ⊕ {∅, {b} , {c} , {b, c}}
and

℘ (g−1 (3))⊕ ℘ (g−1 (5))

= {∅, {a, b} , {b, c} , {a, c}} ⊕ {∅, {a, b, c}}.

Each r.v. has two eigenspaces so there are four intersections and the only non-zero

intersection is:

℘ (f−1(2)) ∩ ℘ (g−1 (3)) = {∅, {b} , {c} , {b, c}} ∩ {∅, {a, b} , {b, c} , {a, c}} =

{∅, {b, c}} = SE
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so f and g are incompatible but not conjugate.

Example of compatibility: Let U and f be the same but U∗ = {a∗, b∗, c∗} where
{a∗} = {a}, {b∗} = {b}, and {c∗} = {b, c} with g : U∗ → R defined as g (a∗) = 3,

g (b∗) = 4, and g (c∗) = 5. Then the three ‘eigenspaces’of g (i.e., subspaces deter-

mined by g) are ℘ (g−1 (3)) = {∅, a∗} = {∅, a}, ℘ (g−1 (4)) = {∅, {b}}; ℘ (g−1 (5)) =

{∅, {b, c}}. The direct-sum decompositions are:

℘ (f−1 (1))⊕ ℘ (f−1(2))

= {∅, {a}} ⊕ {∅, {b} , {c} , {b, c}}
and

℘ (g−1 (3))⊕ ℘ (g−1 (4))⊕ ℘ (g−1 (5))

= {∅, a} ⊕ {∅, {b}} ⊕ {∅, {b, c}}.

Then the intersections with the eigenspaces of f contain {a}, {b}, and {b, c} and those
three vectors form a basis for ℘ (U) ∼= Z32 so SE = Z32 and thus f and g commute.

Example of conjugacy: Consider the U -basis = {{a} , {b} , {c} , {d}} and Û -basis
=
{
{â} ,

{
b̂
}
, {ĉ} ,

{
d̂
}}

= {{b, c, d} , {a, c, d} , {a, b, d} , {a, b, c}} of Z42 where {â} =

{b, c, d},...,
{
d̂
}

= {a, b, c}. Let f = χ{a,b} : U → Z2 so f(a) = f(b) = 1 and f (c) =

f (d) = 0 with ℘ (f−1 (1)) = {∅, {a} , {b} , {a, b}} and ℘ (f−1 (0)) = {∅, {c} , {d} , {c, d}}.
Let g = χ{b̂,ĉ} : Û → Z2 so g

(
b̂
)

= g (ĉ) = 1 and g (â) = g
(
d̂
)

= 0 with

℘ (g−1 (1)) =
{
∅,
{
b̂
}
, {ĉ} ,

{
b̂, ĉ
}}

= {∅, {a, c, d} , {a, b, d} , {b, c}} and ℘ (g−1 (0)) ={
∅, {â} ,

{
d̂
}
,
{
â, d̂
}}

= {∅, {b, c, d} , {a, b, c} , {a, d}}. The two direct-sum decom-

positions are:

℘ (f−1 (1))⊕ ℘ (f−1 (0))

= {∅, {a} , {b} , {a, b}} ⊕ {∅, {c} , {d} , {c, d}}
and

℘ (g−1 (1))⊕ ℘ (g−1 (0))

= {∅, {a, c, d} , {a, b, d} , {b, c}} ⊕ {∅, {b, c, d} , {a, b, c} , {a, d}}.

Then it is easily checked that all the four intersections of eigenspaces have only ∅ in
common so SE = {∅} and f and g are conjugate.

Since the two numerical attributes in the conjugacy example are characteristic

functions, they define linear operators on Z42 and thus we can compute their com-
mutator as usual once restated in the computational basis. The matrix to convert a

0, 1-vector written in the Û -basis to the same 0, 1-vector written in the U -basis is:
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CU←Û =


〈{a} |U {â}〉

〈
{a} |U

{
b̂
}〉

〈{a} |U {ĉ}〉
〈
{a} |U

{
d̂
}〉

〈{b} |U {â}〉
〈
{b} |U

{
b̂
}〉

〈{b} |U {ĉ}〉
〈
{b} |U

{
d̂
}〉

〈{c} |U {â}〉
〈
{c} |U

{
b̂
}〉

〈{c} |U {ĉ}〉
〈
{c} |U

{
d̂
}〉

〈{d} |U {â}〉
〈
{d} |U

{
b̂
}〉

〈{d} |U {ĉ}〉
〈
{d} |U

{
d̂
}〉



=


〈{a} |U {b, c, d}〉 〈{a} |U {a, c, d}〉 〈{a} |U {a, b, d}〉 〈{a} |U {a, b, c}〉
〈{b} |U {b, c, d}〉 〈{b} |U {a, c, d}〉 〈{b} |U {a, b, d}〉 〈{b} |U {a, b, c}〉
〈{c} |U {b, c, d}〉 〈{c} |U {a, c, d}〉 〈{c} |U {a, b, d}〉 〈{c} |U {a, b, c}〉
〈{d} |U {b, c, d}〉 〈{d} |U {a, c, d}〉 〈{d} |U {a, b, d}〉 〈{d} |U {a, b, c}〉

 =


0 1 1 1

1 0 1 1

1 1 0 1

1 1 1 0

.

For instance, {a} =
{
b̂, ĉ, d̂

}
so that vector in Û -basis is the column vector

[0, 1, 1, 1]t (t represents the transpose) and
0 1 1 1

1 0 1 1

1 1 0 1

1 1 1 0




0

1

1

1

 mod(2)
=


1

0

0

0

 = {a} in U -basis.

Using some mathematical software, the inverse to the conversion matrix CU←Û com-

puted in the rationals is:

CÛ←U =


−2
3

1
3

1
3

1
3

1
3
−2
3

1
3

1
3

1
3

1
3
−2
3

1
3

1
3

1
3

1
3
−2
3

 mod(2)
=


0 1 1 1

1 0 1 1

1 1 0 1

1 1 1 0

 = CÛ←U

and then converting everything mod (2) yields back the same matrix so it is its own

inverse. Then the projection matrix Ps for s = 1 (or Ps=1) to the eigenspace ℘ (g−1 (1))

for the g-operator b̂, ĉ→ 1; â, d̂→ 0 can be converted to the U -basis as:

CU←ÛPsCÛ←U
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=


0 1 1 1

1 0 1 1

1 1 0 1

1 1 1 0




0 0 0 0

0 1 0 0

0 0 1 0

0 0 0 0




0 1 1 1

1 0 1 1

1 1 0 1

1 1 1 0



=


2 1 1 2

1 1 0 1

1 0 1 1

2 1 1 2

 mod(2)
=


0 1 1 0

1 1 0 1

1 0 1 1

0 1 1 0

.
Then we can compute the commutator of Pr for r = 1 (or Pr=1) which projects

to ℘ (f−1 (1)) = {∅, {a} , {b} , (a, b)} and Ps for s = 1 (or Ps=1) which projects to

℘ (g−1 (1)) = {∅, {a, c, d} , {a, b, d} , {b, c}} in the computational U -basis:

[Pr=1, Ps=1] = Pr=1Ps=1 − Ps=1Pr=1

=


1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 0




0 1 1 0

1 1 0 1

1 0 1 1

0 1 1 0

−


0 1 1 0

1 1 0 1

1 0 1 1

0 1 1 0




1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 0



=


0 0 1 0

0 0 0 1

−1 0 0 0

0 −1 0 0

 mod(2)
=


0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0


which has a determinant of 1 so the commutator is a non-singular transformation

with a zero space kernel SE .
Heisenberg’s indeterminacy (or uncertainty) principle in QM/Sets brings out what

might be considered the essence of the principle. If f and g are conjugate attributes,

then any vector (always nonzero) in Zn2 that is a (sharp) eigenvector for one attribute
must be an indefinite superposition of eigenvectors for the other attribute. A vector

cannot be an eigenvector for both attributes since, by assumption, the space of si-

multaneous eigenvectors for conjugate attributes is the zero space. For instance in

the example, an eigenvector like {a} in the U -basis is a superposition of eigenvectors{
b̂, ĉ, d̂

}
in the Û -basis and an eigenvector like

{
b̂
}
in the Û -basis is a superposition

{a, c, d} in the U -basis.
At the other extreme of commuting attributes, they act very much like ordinary

r.v.s on a fixed basis (of simultaneous eigenvectors). A set of ordinary set partitions on
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a universe U is said to be complete if their join is the discrete partition 1U = {{u}}u∈U
whose blocks have cardinality one. Similarly a set of commuting attributes is said be

be complete (a CSCO) [16] if all the non-zero intersections of all their eigenspaces

are of dimension one. Then each of the simultaneous eigenvectors is uniquely char-

acterized by the set of eigenvalues of those intersection eigenspaces. For instance in

the example of compatibility above, f : U → R and g : U∗ → R are complete so each
of simultaneous eigenvectors {a}, {b}, and {b, c} can be characterized by their pair
(r, s) eigenvalues: |{a}〉 = |1, 3〉, |{b}〉 = |2, 4〉, and |{b, c}〉 = |2, 5〉. The same holds
for a complete set of commuting operators or CSCO in QM/C.

3.3 ‘Dynamics’in QM/Sets and the double-slit experiment

Since this treatment of non-commutativity in QM/Sets is the first place that different

bases play a key role, it is a good place to point out that the probability calculations

in a certain basis always treat each basis vector as a singleton even though it may

not be a singleton when represented in another basis. For instance, in the U ′-basis of

Table 1.1, {a′} = {a, b}, {b′} = {b, c}, and {c′} = {a, b, c} are all disjoint for the U ′

calculations, e.g., 〈{a′} |U ′ {b′, c′}〉 = |{a′} ∩ {b′, c′}| = 0 whereas in the computational

basis, {b′, c′} = {a} and {a′} = {a, b} so 〈{a, b} |U {a}〉 = |{a, b} ∩ {a}| = 1. This is

important in motivating the treatment of ‘dynamics’in QM/Sets.

In QM/C, the unitary dynamics can be characterized as taking a ON basis to

an ON basis or as simply preserving the values of the brackets (or inner products)

〈ψ|φ〉. The analogue of taking an ON basis to an ON basis in QM/Z2 is just tak-
ing a basis set to a basis set, i.e., a non-singular linear transformation Zn2 → Zn2 .
Taking all basis subsets always as singletons like the U -basis {{a} , {b} , {c}} and the
U ′-basis {{a′} , {b′} , {c′}}, then the non-singular linear transformation {a} 7−→ {a′},
{b} 7−→ {b′}, {c} 7−→ {c′} would preserve the size of intersections each expressed in
its own basis. In that manner, non-singular transformation also preserve the brack-

ets, e.g., 〈{a} |U {a, b}〉 = 〈{a′} |U ′ {a′, b′}〉, just as unitary transformations preserve
the brackets in QM/C. This is how QM/Sets mimics the probability calculations of
QM/C. Hence non-singular transformations will be taken as the ‘dynamics’in QM/Z2
(which was also done in modal QM [52]).

For the double-slit experiment, we take a dynamics that most closely mimics the

spreading of waves. For U = {a, b, c} ,consider the dynamics: {a} → {a, b}; {b} →
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{a, b, c}; and {c} → {b, c} in one time period. This is represented by the non-singular
one-period change of state matrix:

A =

1 1 0

1 1 1

0 1 1

.
To model the two slit experiment, we take a, b, and c as three vertical positions

and we have a vertical diaphragm with slits at a and c as in Figure 3.5. Then there

is a screen or wall to the right of the slits so that a "particle" will travel from the

diaphragm to the wall in one time period according to the A-dynamics.

Figure 3.5: Setup for two-slit experiment.

First case of distinctions at slits: The first case is where we measure the
U -state at the slits and then let the resultant position eigenstate evolve by the A-

dynamics to hit the wall at the right where the vertical position is measured again.

Prior to the measurement at the slits, the particle is in a superposition state between

slit 1 at a and slit 2 at b. The probability that the particle is detected at slit 1 or at

slit 2 is:

Pr ({a} at slits | {a, c} at slits) =
‖〈{a}|U{a,c}〉‖2U
‖{a,c}‖2U

= |{a}∩{a,c}|
|{a,c}| = 1

2
;

Pr ({c} at slits | {a, c} at slits) =
‖〈{c}|U{a,c}〉‖2U
‖{a,c}‖2U

= |{c}∩{a,c}|
|{a,c}| = 1

2
.

If the particle was at slit 1, i.e., was in eigenstate {a}, then it evolves in one time period
by the A-dynamics to {a, b} where the position measurements yield the probabilities
of being at a or at b as:
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Pr ({a} at wall | {a, b} at wall) =
‖〈{a}|U{a,b}〉‖2U
‖{a,b}‖2U

= |{a}∩{a,b}|
|{a,b}| = 1

2

Pr ({b} at wall | {a, b} at wall) =
‖〈{b}|U{a,b}〉‖2U
‖{a,b}‖2U

= |{b}∩{a,b}|
|{a,b}| = 1

2
.

If the particle was found in the first measurement to be at slit 2, i.e., was in eigenstate

{c}, then it evolved in one time period by the A-dynamics to {b, c} where the position
measurements yield the probabilities of being at b or at c as:

Pr ({b} at wall | {b, c} at wall) = |{b}∩{b,c}|
|{b,c}| = 1

2

Pr ({c} at wall | {b, c} at wall) = |{c}∩{b,c}|
|{b,c}| = 1

2
.

Hence we can use the laws of probability theory to compute the probabilities of the

particle being measured at the three positions on the wall at the right (see Figure

3.6) if it starts at the slits in the superposition state {a, c} and the measurements
were made at the slits:

Pr({a} at wall | {a, c} at slits) = 1
2
1
2

= 1
4
;

Pr({b} at wall | {a, c} at slits) = 1
2
1
2

+ 1
2
1
2

= 1
2
;

Pr({c} at wall | {a, c} at slits) = 1
2
1
2

= 1
4
.

Figure 3.6: Particle distribution at the wall with detection at slits.

Second case of no distinctions at slits: The second case is when no measure-
ments are made at the slits and then the superposition state {a, c} evolves by the
A-dynamics to {a, b} + {b, c} = {a, c} where the superposition at {b} cancels out.
Then the final probabilities will just be probabilities of finding {a}, {b}, or {c} when
the measurement is made only at the wall on the right are pictured in Figure 3.7:

Pr({a} at wall | {a, c} at slits) = Pr ({a} | {a, c}) = |{a}∩{a,c}|
|{a,c}| = 1

2
;

Pr({b} at wall | {a, c} at slits) = Pr ({b} | {a, c}) = |{b}∩{a,c}|
|{a,c}| = 0;

Pr({c} at wall | {a, c} at slits) = Pr ({c} | {a, c}) = |{c}∩{a,c}|
|{a,c}| = 1

2
.
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Figure 3.7: Particle distribution with no detection at slits.

The particle distribution shows the usual stripes of the double-slit experiment

in QM/C. Since no "collapse" took place at the slits due to no distinctions being
made there, the indistinct element {a, c} evolved (rather than one or the other of the
distinct elements {a} or {c}). The action of A is the same on {a} and {c} as when
they evolve separately since A is a linear operator but the two amplitudes are now

added together as part of the evolution (instead of the probabilities adding as in the

first case). This allows the interference of the two results and thus the cancellation

of the {b} term in {a, b} + {b, c} = {a, c}. The addition is, of course, mod 2 (where

−1 = +1) so, in "wave language," the "wave crest" and "wave trough" that add at

the location {b} cancel out.

4 Entanglement in QM/Sets

4.1 Direct products and correlation in QM/Sets

We are now in a better position to understand what the author’s mathematical men-

tor, Gian-Carlo Rota, would call the methodology or "yoga" of translating set con-

cepts into vector-space concepts. Apply the set concepts to basis sets of vector spaces

and then see what vector-space concept is generated. That correlation of concepts is

not the only possible one. For instance, a set partition can always be represented as

the inverse image of a set function f : U → π where each u ∈ U is taken to the block
containing it in a partition π on U so that f−1 = π. Then one might take the vector

space version of a set partition as the partition on V that is the inverse image of a

linear functional φ : V → R. The two methods give quite different results. But the
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development of QM/Sets is based on the first methodology. By that methodology, we

take a set partition on a basis set of a vector space and see what vector-space concept

it generates—and we see that it generates a set of disjoint (i.e., only intersection is

the zero vector) vector spaces whose direct-sum is the whole space, i.e., a direct-sum

decomposition. Moreover, we see that when the vector spaces are over Z2, then the
original set concept and the vector-space concept are ‘essentially’the same—as in a set

partition π = {B}B∈π on U and the direct-sum decomposition {℘ (B)}B∈π of ℘ (U).

Starting with a vector-space concept in QM/C, we consider the corresponding set
concept which is then restated in Zn2 where the vectors are interpreted as subsets—and
thus QM/Sets is generated.

In QM/C, the notion of entanglement arises by considering the tensor product of
two quantum systems—each represented by a state in a vector space. What is the set-

version of the tensor product of vector spaces? For sets, the notion of product is the

Cartesian or direct product of two sets:X×Y = {(x, y) : x ∈ X, y ∈ Y }. Applying the
methodology, we take the direct product of a basis set {v1, ..., vm} of a V and a basis
set {w1, ..., wm} of W (over the same base field). Instead of representing each ordered

pair as (vi, wj), we denote that it as vi⊗wj and then we generate a vector space from
those basis pairs. That vector space is the tensor product V ⊗W . Thus the tensor
product of vector spaces is the vector-space version of the direct product of sets—even

though there is also the notion of the direct product of vector spaces V×W . The vector
space direct product V ×W is just the set of ordered pairs {(v, w) : v ∈ V,w ∈ W}
with component-wise addition and it has a basis set of {(v1, 0) , (v2, 0) , ..., (vm, 0)} ∪
{(0, w1) , (0, w2) , ..., (0, wn)} so it has dimension dim (V ) + dim (W ) = m + n. In

contrast, the tensor product V ⊗ W has dimension |{v1, ..., vm} × {w1, ..., wm}| =

dim (V )× dim (W ) = mn. We have seen that the direct or Cartesian product of sets

induces or lifts to the tensor product of vector spaces. Moreover, when the vector

spaces are over Z2, then the set concept and the vector-space concept are ‘essentially’
the same. That is, given two finite sets X = {x1, ..., xm} and Y = {y1, ..., yn} the
cardinality of X × Y is |X| × |Y | = mn and the dimension of ℘ (X) ⊗Z2 ℘ (Y )

is dim (℘ (X)) × dim (℘ (Y )) = mn where the basis elements xi ⊗ yj of the tensor

product are correlated with the ordered pairs (xi, yj) ∈ X × Y in the vector space

isomorphism: ℘ (X) ⊗Z2 ℘ (Y ) ∼= ℘ (X × Y ) as vector spaces over Z2. Hence for the
sake of simplicity, we will just use the direct product X × Y as the universe set to

analyze entanglement in QM/Sets.
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In QM/C, a vector z ∈ V ⊗W is said to be separated if there are vectors v ∈ V
and w ∈ W such that z = v ⊗ w; otherwise, z is said to be entangled. In QM/Sets,
a subset S ⊆ X × Y is said to be separated or a product set if there exists subsets

SX ⊆ X and SY ⊆ Y such that S = SX × SY ; otherwise S ⊆ X × Y is said to

be entangled. In general, let SX be the support or projection of S on X, i.e., SX =

{x : ∃y ∈ Y, (x, y) ∈ S} and similarly for SY . Then S is separated iff S = SX × SY .
For any subset S ⊆ X × Y , where X and Y are finite sets, a natural measure

of its "entanglement" can be constructed by first viewing S as the support of the

equiprobable or Laplacian joint probability distribution on S. If |S| = N , then define

Pr (x, y) = 1
N
if (x, y) ∈ S and Pr (x, y) = 0 otherwise.

The marginal distributions7 are defined in the usual way:

Pr (x) =
∑

y Pr (x, y)

Pr (y) =
∑

x Pr (x, y).

A joint probability distribution Pr (x, y) on X × Y is independent if for all (x, y) ∈
X × Y ,

Pr (x, y) = Pr (x) Pr (y).

Independent distribution

Otherwise Pr (x, y) is said to be correlated.

Proposition 2 A subset S ∈ ℘ (X × Y ) is entangled iff the equiprobable distribution

on S is correlated (non-independent).

Proof: If S is separated, i.e., S = SX × SY , then Pr (x) = |SY |/N for x ∈ SX and
Pr (y) = |SX | /N for y ∈ SY where |SX | |SY | = |S| = N . Then for (x, y) ∈ S,

Pr (x, y) = 1
N

= N
N2 = |SX ||SY |

N2 = Pr (x) Pr (y)

and Pr(x, y) = 0 = Pr (x) Pr (y) for (x, y) /∈ S so the equiprobable distribution

is independent. If S is entangled, i.e., S 6= SX × SY , then S $ SX × SY so let

(x, y) ∈ SX×SY−S. Then Pr (x) ,Pr (y) > 0 but Pr (x, y) = 0 so it is not independent,

i.e., is correlated. �
7The marginal distributions are the set versions of the reduced density matrices of QM/C.
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Consider the set version of one qubit space where U = {a, b}. The product set
U × U has 15 nonempty subsets. Each ℘ (U) has 3 nonempty subsets so 3× 3 = 9 of

the 15 subsets are "separated" subsets leaving 6 "entangled" subsets listed in Table

4.1.

S ∈ ℘ (U × U) v ∈ ℘ (U)⊗ ℘ (U)

{(a, a) , (b, b)} {a} ⊗ {a}+ {b} ⊗ {b}
{(a, b) , (b, a)} {a} ⊗ {b}+ {b} ⊗ {a}

{(a, a) , (a, b), (b, a)} {a} ⊗ {a}+ {a} ⊗ {b}+ {b} ⊗ {a}
{(a, a) , (a, b), (b, b)} {a} ⊗ {a}+ {a} ⊗ {b}+ {b} ⊗ {b}
{(a, b), (b, a) , (b, b)} {a} ⊗ {b}+ {b} ⊗ {a}+ {b} ⊗ {b}
{(a, a), (b, a) , (b, b)} {a} ⊗ {a}+ {b} ⊗ {a}+ {b} ⊗ {b}

Table 4.1: The six entangled subsets of ℘ (U × U) and corresponding vectors in

℘ (U)⊗Z2 ℘ (U).

The first two might be called Bell states which are the two graphs of bijections

U ←→ U . The degree of entanglement can be measured by the logical divergence be-

tween Pr (u, u′) and Pr (u) Pr (u′) for u, u′ ∈ U where for two probability distributions
p = {p1, ..., pn} and q = {q1, ..., qn}, the logical divergence between them is defined as

the square of the Euclidean distance between them: d (p‖q) =
∑

i (pi − qi)
2[20].

Consider the Bell state S = {(a, b) , (b, a)}. Then Pr (u, u′) = 1
|S| = 1

2
if (u, u′) ∈

S and Pr (u, u′) = 0 for u, u′ ∈ U otherwise so Pr (a, b) = 1
2

= Pr (b, a) while

Pr (u, u′) = 0 otherwise. Since X = Y = U , we need to, in general, distinguish

the marginals on the left and right. In this symmetrical case, the marginals on the

left and right are: PrL (a) =
∑

u∈U Pr (a, u) = 1
2

=
∑

u∈U Pr (u, a) = PrR (a) and

Pr (b)L =
∑

u∈U Pr (b, u) = 1
2

=
∑

u∈U Pr (u, b) = PrR (b). Then the logical divergence

of the Bell state is:

d(Pr (−,−) ||PrL (−) PrR(−)) =
∑

(u,u′)∈U×U (Pr (u, u′)− Pr (u)L PrR (u′))2

= (Pr (a, a)− Pr (a)L Pr (a)R)2 + (Pr (a, b)− Pr (a)L Pr (b)R)2 +

(Pr (b, a)− Pr (b)L Pr (a)R)2 + (Pr (b, b)− Pr (b)L Pr (b)R)2

=
(
−1
2
1
2

)2
+
(
1
2
− 1

2
1
2

)2
+
(
1
2
− 1

2
1
2

)2
+
(
−1
2
1
2

)2
= 1

16
+ 1

16
+ 1

16
+ 1

16
= 1

4
.

Consider the entangled state S = {(a, a) , (a, b), (b, a)} which is not a Bell state.
Then Pr (u, u′) = 1

|S| = 1
3
if (u, u′) ∈ S and 0 otherwise. The marginals on the left are
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PrL (a) =
∑

u∈U Pr (a, u) = 2
3
and PrL (b) =

∑
u∈U Pr (b, u) = 1

3
and the marginals on

the right are: PrR (a) =
∑

u∈U Pr (u, a) = 2
3
and PrR (b) =

∑
u∈U Pr (u, b) = 1

3
. Then

the logical divergence is:

d(Pr (−,−) ||PrL (−) PrR(−)) =
∑

(u,u′)∈U×U (Pr (u, u′)− PrL (u) PrR(u′))2

=
(
1
3
− 2

3
2
3

)2
+
(
1
3
− 2

3
1
3

)2
+
(
1
3
− 1

3
2
3

)2
+
(
−1
3
1
3

)2
= 1

81
+ 1

81
+ 1

81
+ 1

81
= 4

81
.

And for one of the separated states, say, S = {a} × {a, b} = {(a, a) , (a, b)}, we
have Pr (a, a) = Pr (a, b) = 1

2
and 0 otherwise. PrL (a) =

∑
u∈U Pr (a, u) = 1 and

PrR (a) = 1
2
while PrL (b) = 0 and PrR (b) = 1

2
. Hence the logical divergence is:

d(Pr (−,−) ||PrL (−) PrR(−)) =
∑

(u,u′)∈U×U (Pr (u, u′)− PrL (u) PrR(u′))2

=
(
1
2
− 1

1
1
2

)2
+
(
1
2
− 1

1
1
2

)2
+
(
0− 01

2

)2
+
(
0− 01

2

)2
= 0.

This logical divergence d(Pr (−,−) ||PrL (−) PrR(−)), as a measure of entangle-

ment, gives the maximal entanglement 1
4
to the Bell states, an intermediate entan-

glement 4
81
to the entangled states that are not Bell states, and zero entanglement to

the separated states.

For an entangled subset S, a sampling u of left-hand system will change the

probability distribution for a sampling of the right-hand system u′, Pr (u′|u) 6= Pr (u′).

In the case of maximal entanglement (e.g., the Bell states), when S is the graph of a

bijection between U and U , e.g., {(a, b) , (b, a)} is the graph of the bijection U ∼= U

where a←→ b), the value of the right-hand u′ is determined by the value of left-hand

u (and vice-versa). The Bell state {(a, b) , (b, a)} in ℘ (U × U) or {a}⊗{b}+{b}⊗{a}
in ℘ (U)⊗Z2 ℘ (U) is the QM/Sets version of the entangled Bell state |L ↓〉 ⊗ |R ↑〉+
|L ↑〉 ⊗ |R ↓〉 in the standard Bell-type experiment in QM/C where two particles are
separated, one going left and the other going right. When one measures the spin of

the left-hand particle, then it determines the spin of the right-hand particle.

4.2 Bell’s Theorem in QM/Sets

This treatment of Bell’s Theorem in QM/Sets is based on the simple expository

example developed by Bernard D ’Espagnat [15]. A simple version of a Bell inequality

can be derived in the case of Z22 with three bases U = {a, b}, U ′ = {a′, b′}, and
U ′′ = {a′′, b′′}, and where the kets are listed in Table 4.2.
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kets U -basis U ′-basis U ′′-basis

|1〉 {a, b} {a′} {a′′}
|2〉 {b} {b′} {a′′, b′′}
|3〉 {a} {a′, b′} {b′′}
|4〉 ∅ ∅ ∅

Table 4.2: Ket table for ℘ (U) ∼= ℘ (U ′) ∼= ℘ (U ′′) ∼= Z22.

The different basis vectors can be thought of as spin-up and spin-down along three

different A, B, and C axes, e.g. {a} = {A+} and {b} = {A−}, {a′} = {B+} and
{b′} = {B−}, and {a′′} = {C+} and {b′′} = {C−}, but we will stick to our usual
notation.

Attributes or observables defined on the three universe sets U , U ′, and U ′′, such

as say χ{a}, χ{b′}, and χ{a′′}, are incompatible as can be seen in several ways. For

instance the set partitions defined on U and U ′, namely {{a} , {b}} and {{a′} , {b′}},
cannot be obtained as two different ways to partition the same set since {a} = {a′, b′}
and {a′} = {a, b}, i.e., an eigenstate in one basis is a superposition in the other. The
same holds in the other pairwise comparison of U and U ′′ and of U ′ and U ′′.

A more technical way to show incompatibility is to exploit the vector space struc-

ture of Z22 and to see if the projection matrices for {a} ∩ () and {b′} ∩ () commute.

The basis conversion matrices between the U -basis and U ′-basis are:

CU←U ′ =

[
1 0

1 1

]
and CU ′←U =

[
1 0

1 1

]
.

The projection matrix for {a}∩ () in the U -basis is, of course,

[
1 0

0 0

]
and the projec-

tion matrix for {b′}∩() in the U ′-basis is

[
0 0

0 1

]
. Converting the latter to the U -basis

to check commutativity gives:

CU←U ′
[

0 0

0 1

]
CU ′←U

=

[
1 0

1 1

][
0 0

0 1

][
1 0

1 1

]
=

[
0 0

1 1

]
.

Hence the commutativity check is:
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[
1 0

0 0

][
0 0

1 1

]
=

[
0 0

0 0

]
6=[

0 0

1 1

][
1 0

0 0

]
=

[
0 0

1 0

]

so the two operators for the observables χ{a} and χ{b′} do not commute. In a similar

manner, it is seen that the three observables are mutually incompatible.

Given a ket in Z22 ∼= ℘ (U) ∼= ℘ (U ′) ∼= ℘ (U ′′), and using the equiprobability

assumption on different basis sets, the probabilities of getting the different outcomes

for the various observables in the different given states are given in the Table 4.3.

Given state \ Outcome of test χ{a} = 1 = 0 χ{b′} = 0 = 1 χ{a′′} = 1 = 0

{a, b} = {a′} = {a′′} 1
2

1
2

1 0 1 0

{b} = {b′} = {a′′, b′′} 0 1 0 1 1
2

1
2

{a} = {a′, b′} = {b′′} 1 0 1
2

1
2

0 1

Table 4.3: State-outcome table.

The tensor product of vector spaces over Z2 is the Cartesian or direct product of
sets, e.g., ℘ (U) ⊗ ℘ (U) ∼= ℘ (U × U), and the vectors in the tensor product are the

subsets of direct product of sets (as seen in the above treatment of entanglement in

QM/Sets). Thus in the U -basis, the basis elements are the elements of U × U and

the vectors are all the subsets in ℘ (U × U). But we could obtain the same space as

℘ (U ′ × U ′) and ℘ (U ′′ × U ′′), and we can construct a ket table where each row is a
ket expressed in the different bases. And these calculations in terms of sets could also

be carried out in terms of vector spaces over Z2 where the rows of the ket table are
the kets in the tensor product:

Z22 ⊗ Z22 ∼= ℘ (U × U) ∼= ℘ (U ′ × U ′) ∼= ℘ (U ′′ × U ′′).

Since {a} = {a′, b′} = {b′′} and {b} = {b′} = {a′′, b′′}, the subset {a} × {b} =

{(a, b)} ∈ ℘ (U × U) is expressed in the U ′×U ′-basis as {a′, b′}×{b′} = {(a′, b′) , (b′, b′)},
and in the U ′′ × U ′′-basis it is {b′′} × {a′′, b′′} = {(b′′, a′′) , (b′′, b′′)}. Hence one row in
the ket table has:

{(a, b)} = {(a′, b′) , (b′, b′)} = {(b′′, a′′) , (b′′, b′′)}.
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Since the full ket table has 16 rows, we will just give a partial Table 4.4 that suffi ces

for our calculations.

℘ (U × U) ℘ (U ′ × U ′) ℘ (U ′′ × U ′′)
{(a, a)} {(a′, a′) , (a′, b′) , (b′, a′) , (b′, b′)} {(b′′, b′′)}
{(a, b)} {(a′, b′) , (b′, b′)} {(b′′, a′′) , (b′′, b′′)}
{(b, a)} {(b′, a′) , (b′, b′)} {(a′′, b′′) , (b′′, b′′)}
{(b, b)} {(b′, b′)} {(a′′, a′′) , (a′′, b′′) , (b′′, a′′) , (b′′, b′′)}

{(a, a) , (a, b)} {(a′, a′) , (b′, a′)} {(b′′, a′′)}
{(a, a) , (b, a)} {(a′, a′) , (a′, b′)} {(a′′, b′′)}
{(a, a) , (b, b)} {(a′, a′) , (a′, b′) , (b′, a′)} {(a′′, a′′) , (a′′, b′′) , (b′′, a′′)}
{(a, b) , (b, a)} {(a′, b′) , (b′, a′)} {(a′′, b′′) , (b′′, a′′)}

Table 4.4: Partial ket table for ℘ (U × U) ∼= ℘ (U ′ × U ′) ∼= ℘ (U ′′ × U ′′).

As before, we can classify each vector or subset as separated or entangled and we

can furthermore see how that is independent of the basis. For instance {(a, a) , (a, b)}
is separated since:

{(a, a) , (a, b)} = {a} × {a, b} = {(a′, a′) , (b′, a′)} = {a′, b′} × {a′} = {(b′′, a′′)} =

{b′′} × {a′′}.

An example of an entangled state is:

{(a, a) , (b, b)} = {(a′, a′) , (a′, b′) , (b′, a′)} = {(a′′, a′′) , (a′′, b′′) , (b′′, a′′)}.

Taking this entangled state as the initial state, there is a probability distribution on

U ×U ′ ×U ′′ where Pr (a, a′, a′′) (for instance) is defined as the probability of getting

the result {a} if a U -measurement is performed on the left-hand system, and if instead
a U ′-measurement is performed on the left-hand system then {a′} is obtained, and if
instead a U ′′-measurement is performed on the left-hand system then {a′′} is obtained.
Thus we would have Pr (a, a′, a′′) = 1

2
2
3
2
3

= 2
9
. In this way the probability distribution

Pr (x, y, z) is defined on U × U ′ × U ′′.
A Bell inequality can be obtained from this joint probability distribution over the

outcomes U×U ′×U ′′ of measuring these three incompatible attributes [15]. Consider
the following marginals:
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Pr (a, a′) = Pr (a, a′, a′′) + Pr (a, a′, b′′)X
Pr (b′, b′′) = Pr (a, b′, b′′)X+ Pr (b, b′, b′′)

Pr (a, b′′) = Pr (a, a′, b′′)X+ Pr (a, b′, b′′)X.

The two terms in the last marginal are each contained in one of the two previous

marginals (as indicated by the check marks) and all the probabilities are non-negative,

so we have the following inequality:

Pr (a, a′) + Pr (b′, b′′) ≥ Pr (a, b′′)

Bell inequality.

All this has to do with measurements on the left-hand system. But there is an

alternative interpretation to the probabilities Pr (x, y), Pr (y, z), and Pr (x, z) if we

assume that the outcome of a measurement on the right-hand system is independent

of the outcome of the same measurement on the left-hand system. Then Pr (a, a′)

is the probability of a U -measurement on the left-hand system giving {a} and then
a U ′-measurement on the right-hand system giving {a′}, and so forth. Under that
independence assumption and for this initially prepared Bell state (which is left-right

symmetrical in each basis),

{(a, a) , (b, b)} = {(a′, a′) , (a′, b′) , (b′, a′)} = {(a′′, a′′) , (a′′, b′′) , (b′′, a′′)},

the probabilities would be the same.8 That is, under that assumption, the proba-

bilities, Pr (a) = 1
2

= Pr (b), Pr (a′) = 2
3

= Pr (a′′), and Pr (b′) = 1
3

= Pr (b′′) are

the same regardless of whether we are measuring the left-hand or right-hand sys-

tem of that composite state. Thus with those left-right independent measurements,

Pr (a, a′) = 1
2
2
3

= 1
3
which is now interpreted as the probability of getting {a} in a

left-hand U -measurement and then getting {a′} in a right-hand U ′-measurement, and
similarly Pr (b′, b′′) = 1

3
1
3

= 1
9
, and Pr (a, b′′) = 1

2
1
3

= 1
6
, so the above Bell inequal-

ity would still hold. But we can use QM/Z2 to compute the probabilities for those
different measurements on the two systems to see if the independence assumption is

compatible with QM/Z2.
8The same holds for the other "Bell state": {(a, b) , (b, a)}.
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To compute Pr (a, a′), we first measure the left-hand component in the U -basis.

Since {(a, a) , (b, b)} is the given state, and (a, a) and (b, b) are equiprobable, the

probability of getting {a} (i.e., the eigenvalue 1 for the observable χ{a}) is 12 . But the

right-hand system is then in the state {a} and the probability of getting {a′} (i.e.,
eigenvalue 0 for the observable χ{b′}) is 1

2
(as seen in the state-outcome table). Thus

the probability is Pr (a, a′) = 1
2
1
2

= 1
4
.

To compute Pr (b′, b′′), we first perform a U ′-basis measurement on the left-hand

component of the given state {(a, a) , (b, b)} = {(a′, a′) , (a′, b′) , (b′, a′)}, and we see
that the probability of getting {b′} is 1

3
. Then the right-hand system is in the state

{a′} and the probability of getting {b′′} in a U ′′-basis measurement of the right-
hand system in the state {a′} is 0 (as seen from the state-outcome table). Hence the

probability is Pr (b′, b′′) = 0.

Finally we compute Pr (a, b′′) by first making a U -measurement on the left-hand

component of the given state {(a, a) , (b, b)} and get the result {a} with probability
1
2
. Then the state of the second system is {a} so a U ′′-measurement will give the {b′′}
result with probability 1 so the probability is Pr (a, b′′) = 1

2
.

Then we plug the probabilities into the Bell inequality:

Pr (a, a′) + Pr (b′, b′′) ≥ Pr (a, b′′)
1
4

+ 0 � 1
2

Violation of Bell inequality.

The violation of the Bell inequality shows that the independence assumption about

the measurement outcomes on the left-hand and right-hand systems is incompatible

with QM/Z2 so the effects of the QM/Z2 measurements are said to be "nonlocal"—or,
more simply put, the outcome of the left-measurement affects the outcomes of the

right-measurement of the entangled state.

5 Density matrices in QM/Sets

5.1 Logical entropy using density matrices

Our informal comments about "making distinctions" and distinguishability can be

formalized using the logical theory of information [20] that is the quantitative version

of the logic of partitions [19]. In category theory, the notion of a partition on a set
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is dual to the notion of a subset of a set, so the logic of partitions is in that sense

dual to the usual Boolean logic of subsets—that is usually presented in the special

case of "propositional logic." As George Boole emphasized, the quantitative version

of Boolean logic is finite probability theory so that would suggest a certain duality

between the two quantitative notions of probability and information. Gian-Carlo Rota

suggested precisely this connection in his Fubini Lectures [51], in his lectures at MIT,

and in the exposition of Combinatorics: The Rota Way [39]. The “lattice of partitions

plays for information the role that the Boolean algebra of subsets plays for size or

probability”[39, p. 30] or symbolically:

information
partitions ≈

probability
subsets. .

Since “Probability is a measure on the Boolean algebra of events”that gives quanti-

tatively the “intuitive idea of the size of a set”, we may ask by “analogy” for some

measure to capture a property for a partition like “what size is to a set.”Rota goes

on to ask:

How shall we be led to such a property? We have already an inkling of

what it should be: it should be a measure of information provided by a

random variable. Is there a candidate for the measure of the amount of

information? [51, p. 67]

Logical information theory answers that question by taking a distinction of a

partition as the analogue of an element of a subset. Recall that a distinction or dit

of a partition π = {B1, ..., Bm} on U is an ordered pair (u, u′) ∈ U × U where u and

u′ are in different blocks B,B′ ∈ π. An indistinction or indit of π is an ordered pair
(u, u′) of elements of U which are in the same block. The indit set indit (π) ⊆ U × U
is the equivalence relation determined by π, i.e., indit (π) =

⋃m
i=1Bi × Bi. The ditset

dit (π) of π, the set of π-distinctions, is dit (π) = U × U − indit (π). Hence analogy

of the number of elements in a subset, i.e., the size of the subset, is the number of

distinctions in a partition, i.e., the size of the ditset dit (π). For equiprobable points

in a universe U , the finite probability of an event S ⊆ U is the normalized size of the

subset: Pr (S) = |S|
|U | . In like manner, the logical entropy h (π) = |dit(π)|

|U×U | of a partition

π is the normalized number of distinctions in the partition. Each block B ∈ π has the
probability Pr (B) = |B|

|U | , so the logical entropy can be expressed as:

45



h (π) = |dit(π)|
|U×U | =

|U×U |−
∑m
i=1|Bi×Bi|

|U×U | = 1−
∑m

i=1 Pr (Bi)
2

which is the probability that two independent (i.e., "with replacement") draws from

U will get a dit of π. Thus logical entropy is a (probability) measure on U × U , the
two-draw probability of a distinction.

In contrast to logical entropy, the better-known Shannon entropy is not a (non-

negative) measure in the sense of measure theory and all the Shannon concepts of

simple, joint, conditional, and mutual entropy result from a non-linear but monotonic

dit-bit transform of the corresponding concepts in the logical information theory ([20];

[25]). Both logical entropy and Shannon entropy extend to quantum information the-

ory where the quantum version of Shannon entropy is called "von Neumann entropy."

The contrast between logical entropy and Shannon/von-Neumann entropy is impor-

tant because logical entropy connects directly with the process of measurement in

QM/C and QM/Z2; logical entropy measures measurement. Moreover, logical en-
tropy is the quantitative version of the logic of partitions, and partitions turn out

to be a key concept to make more sense out of quantum mechanics. This is because

partitions are the natural mathematical tool to model indefiniteness and definiteness.

A partition distinguishes the elements in different blocks of the partition and does

not distinguish the elements within each block. As partitions become more refined

through the join operation, they make more distinctions. A complete set of parti-

tions on a universe set is a set of partition whose join is the discrete partition, and

such set notions are just the QM/Sets version of the "complete set of commuting

operators" (CSCO) whose combined measurements (essentially the same as the join

operation) reduce a pure superposition state into a completely decomposed mixed

state—the quantum version of the discrete partition. It is not an over-statement to

say that these analogies between the mathematics of QM/C and the mathematical
machinery of partitions provided the genesis for the development of QM/Sets.

The mathematics of QM/C can be reformulated using density matrices in place
of vectors as representing states [49, p. 102], and logical information theory is also

easily reformulated using density matrices so we turn to that development.

A binary relation R ⊆ U × U on U = {u1, ..., un} can be represented by an n× n
incidence matrix In(R) where

In (R)ij =

{
1 if (ui, uj) ∈ R
0 if (ui, uj) /∈ R.
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TakingR as the equivalence relation indit (π) associated with a partition π = {B1, ..., Bm},
the non-zero off-diagonal elements indicate that the corresponding elements along the

diagonal are in the same block of the partition and thus they "cohere" together in

that sense. For instance, for π = {{a, b} , {c}}, then the incidence matrix for the
equivalence relation indit (π) defined by the partition is:

In (indit (π)) =

1 1 0

1 1 0

0 0 1


where the non-zero off-diagonal elements indicate that {a} and {b} cohere together
in π = {{a, b} , {c}} while {c} is a fully distinguished singleton. When π is joined
with another partition, say, σ = {{a} , {b, c}}, then the join π ∨ σ is in general more
refined than either π or σ since the join is the least upper bound on π and σ in

the refinement partial order on the partitions of U = {a, b, c}. That refinement is
indicated by some non-zero off-diagonal elements in the incidence matrices for π and

σ being zeroed in the join. If two elements of U are distinguished by either partition,

then they are distinguished in the join since dit (π)∪dit (σ) = dit (π ∨ σ). In terms of

inditsets, that is indit (π) ∩ indit (σ) = indit (π ∨ σ) which means that the incidence

matrix for the join can be computed as the entry-wise conjunction, i.e., 1∧ 1 = 1 and

1 ∧ 0 = 0 ∧ 1 = 0 ∧ 0 = 0.

In (indit (π))∧In (indit (σ)) =

1 1 0

1 1 0

0 0 1

∧
1 0 0

0 1 1

0 1 1

 =

1 0 0

0 1 0

0 0 1

 = In (indit (1U))

which in this case is just the incidence matrix of the discrete partition since π∨σ = 1U

since the only equivalence classes are the singletons. In the example, the partitions

were chosen so that the blocks in the partition were nicely represented by blocks

along the diagonal in the matrix, but that is not the case in general. For instance the

partition τ = {{a, c} , {b}} has the incidence matrix:

In (indit (τ)) =

1 0 1

0 1 0

1 0 1

.
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But the important point still holds; as more distinctions are made, that is indicated by

non-zero off-diagonal elements being zeroed in the post-distinction incidence matrix.

That property carries over to density matrices which in equiprobable QM/Sets are

just incidence matrices of partitions normalized to be of trace one.

Given a partition π = {B}B∈π on a finite set U = {u1, ..., un}, the ket |B〉 for the
subset B ∈ ℘ (U) is represented (in the U -basis) as the column vector

|B〉 =


χB (u1)

χB (u2)
...

χB (un)

.

If we multiply the column vector |B〉 times its row vector transpose (|B〉)t, we get an
n× n matrix that is the incidence matrix for the binary relation B ×B ⊆ U × U :

|B〉 (|B〉)t =


χB (u1)

χB (u2)
...

χB (un)


[
χB (u1) χB (u2) · · · χB (un)

]

=


χB (u1) χB (u1)χB (u2) · · · χB (u1)χB (un)

χB (u2)χB (u1) χB (u2) · · · χB (u2)χB (un)
... · · · . . .

...

χB (un)χB (u1) χB (un)χB (u2) · · · χB (un)

 = In (B ×B).

The trace (sum of diagonal elements) of In (B ×B) is |B| so dividing through by |B|
will normalize the matrix to trace one and that is a density matrix:

ρ (B) = 1
|B| |B〉 (|B〉)

t = 1
|B|In (B ×B).

The probability-weighted sum of the block density matrices ρ (B) for B ∈ π with

Pr (B) = |B|
|U | gives the density matrix for the partition π:

ρ (π) =
∑

B∈π Pr (B) ρ (B) =
∑

B∈π
|B|
|U |

1
|B|In (B ×B) = 1

|U |
∑

B∈π In (B ×B).

The probability weights preserve the property of having trace one. For π = {{a, b} , {c}},
the density matrix is:
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ρ (π) = 1
|U |In (indit (π)) = 1

|U |In (∪B∈πB ×B) = 1
3

1 1 0

1 1 0

0 0 1

 =


1
3

1
3

0
1
3

1
3

0

0 0 1
3

.
Since QM/C can be reformulated using density matrices, so can QM/Sets. In

QM/C, the density matrix of a normalized state |ψ〉 expressed in the an orthonormal
basis {vi} of eigenvectors for an observable F : V → V is (where ()† indicates the

conjugate transpose and ()∗ indicates the complex conjugate):

ρ (ψ) = |ψ〉 (|ψ〉)† = |ψ〉 〈ψ| =


〈v1|ψ〉
〈v2|ψ〉
...

〈vn|ψ〉


[
〈v1|ψ〉∗ 〈v2|ψ〉∗ · · · 〈vn|ψ〉∗

]

=


‖〈v1|ψ〉‖2 〈v1|ψ〉 〈v2|ψ〉∗ · · · 〈v1|ψ〉 〈vn|ψ〉∗

〈v2|ψ〉 〈v1|ψ〉∗ ‖〈v2|ψ〉‖2 · · · 〈v2|ψ〉 〈vn|ψ〉∗
... · · · . . .

...

〈vn|ψ〉 〈v1|ψ〉∗ 〈vn|ψ〉 〈v2|ψ〉∗ · · · ‖〈vn|ψ〉‖2


where the diagonal elements add to one since |ψ〉 was assumed to be normalized.
Moreover, ρ (ψ) equals its conjugate transpose, i.e., ρ (ψ) = ρ (ψ)† and it is idempotent

(i.e., a projection matrix) since ρ (ψ) ρ (ψ) = |ψ〉 〈ψ|ψ〉 〈ψ| = |ψ〉 〈ψ| = ρ (ψ).

Given a probability distribution (p1, ..., pm) over a set of density matrices ρ (ψi) =

|ψi〉 〈ψi| for i = 1, ...,m, the general definition of a density matrix is the probability-

weighted sum ρ =
∑m

i=1 piρ (ψi) which retains the property of having trace one.

Abstractly, density matrices ρ can be characterized as having trace one and being

positive in the sense that for any other state |ϕ〉, 〈ϕ|ρ|ϕ〉 =
∑

i pi 〈ϕ|ψi〉 〈ψi|ϕ〉 =∑
i pi ‖〈ϕ|ψi〉‖

2 ≥ 0 [49, p. 101]. The density matrices ρ (ψ) constructed from one

normalized state are called pure and can be characterized by the property of being

idempotent (i.e., being projection matrices) ρ (ψ) ρ (ψ) = ρ (ψ) so that tr
[
ρ (ψ)2

]
= 1;

otherwise a density matrix is mixed if ρ2 6= ρ and then tr (ρ2) < 1.

Let Ô : V → V be any linear operator on V and let {vi} be an orthonormal
basis for V . Then what is the trace of the matrix representation of Ô in the basis.

The effect of applying the operator to any vector v is (using the resolution of unity∑
i |vi〉 〈vi| = I):

Ô |v〉 =
∑

i,j |vi〉 〈vi| Ô |vj〉 〈vj|v〉 =
∑

i

(∑
j 〈vi| Ô |vj〉 〈vj|v〉

)
|vi〉
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so the i, j entry in the matrix representation of Ô is 〈vi| Ô |vj〉 and thus the trace is
tr
[
Ô
]

=
∑

i 〈vi| Ô |vi〉. When a pure state density matrix ρ (ψ) expressed in the O.N.

eigen-basis {vi} of an observable F , then the probability of the F -measurement of ψ
returning an eigenstate vi is:

Pr (vi|ψ) = ‖〈vi|ψ〉‖2

‖ψ‖2 = ‖〈vi|ψ〉‖2

= 〈vi|ψ〉 〈ψ|vi〉 =
∑

j 〈vj|ρ (ψ)Pvi |vj〉 = tr [ρ (ψ)Pvi ]

where Pvi is the projection to vi and Pvi |vj〉 = δij |vi〉. Then for Pλ as the projection
to the eigenspace of the eigenvalue λ, we have:

Pr (λ|ψ) = ‖Pλ (ψ)‖2 =
∑

Fvi=λvi
‖〈vi|ψ〉‖2

=
∑

Fvi=λvi
〈vi|ψ〉 〈ψ|vi〉 =

∑
j 〈vj|ρ (ψ)Pλ|vj〉 = tr [ρ (ψ)Pλ]

since Pλ |vj〉 = |vj〉 if Fvj = λvj and 0 otherwise.

For the observable F and state ψ, we have:

tr [ρ (ψ)F ] =
∑

i 〈vi|ρ (ψ)F |vi〉 =
∑

i 〈vi|ρ (ψ)λ|vi〉 =∑
λ λ
∑

Fvi=λvi
〈vi|ψ〉 〈ψ|vi〉 =

∑
λ λPr (λ|ψ) = 〈F 〉ψ

so the average value of the observable F when measuring the state ψ is:

〈F 〉ψ = tr [ρ (ψ)F ].

All these results in QM/C carry over, mutatis mutandis, to QM/Sets. Let f :

U → R be a random variable on the equiprobable outcome set U = {u1, ..., un}. A
superposition event S ∈ ℘ (U) has a density matrix:

ρ (S) = 1
|S|


χS (u1) χS (u1)χS (u2) · · · χS (u1)χS (un)

χS (u2)χS (u1) χS (u2) · · · χS (u2)χS (un)
... · · · . . .

...

χS (un)χS (u1) χS (un)χB (u2) · · · χS (un)

 = 1
|S|In (S × S).

The projection matrix PT for T ⊆ U corresponding to the projection operator T ∩ () :

℘ (U) → ℘ (U) is the diagonal matrix with the characteristic function χT along the

diagonal:
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PT =


χT (u1) 0 · · · 0

0 χT (u2)
. . .

...
...

. . . . . . 0

0 · · · 0 χT (un)


Then the matrix PTρ (S) has the ith diagonal entry: (PTρ (S))ii = 1

|S|χT (ui)χS (ui) =
1
|S|χT∩S (ui) so the trace is:

tr [PTρ (S)] = tr [ρ (S)PT ] = 1
|S|
∑n

i=1 χT∩S (ui) = |T∩S|
|S| = Pr (T |S).

In particular for T = f−1 (r), we have:

Pr (r|S) = tr
[
ρ (S)Pf−1(r)

]
.

Previously in QM/Sets we defined an eigenvector S of f : U → R with the

eigenvalue r is they satisfied the formal equation: f � S = rS (where rS stands for

the result of assigning r to each element in S). Another version of the same definitions

can be restated using matrices that can combine with density matrices. Let f as a

matrix be the diagonal matrix [f ] with the eigenvalues f (ui) along the diagonal:

[f ] =


f (u1) 0 · · · 0

0 f(u2)
. . .

...
...

. . . . . . 0

0 · · · 0 f (un)

.

Each subset S ∈ ℘ (U) is represented by the column vector |S〉 = [χS(u1), ..., χS (un)]t

so the eigenvectors |S〉 for [f ] are the ones that, for some r ∈ R, satisfy the equation:

[f ] |S〉 = r |S〉.

Then the average value of the random variable f conditioned on the event S ∈ ℘ (U)

is:

〈f〉S = tr [[f ] ρ (S)] =
∑n

i=1 ([f ] ρ (S))ii = 1
|S|
∑

i f (ui)χS (ui)

= 1
|S|
∑

r∈f(U)
∑

ui∈f−1(r) rχS (ui) = 1
|S|
∑

r∈f(U) r |f−1 (r) ∩ S| =
∑

r∈f(U) rPr (r|S).
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The previous development of QM/Sets has assumed for the sake of simplicity that

the outcomes in U are equiprobable, but density matrices make it easy to incorporate

different point probabilities such as p = (p1, ..., pn) assigned to the points of U =

{u1, ..., un} so that Pr (S) =
∑

ui∈S pi. Since a point ui with pi = 0 does not figure

into the calculations, we will assume that all probabilities pi > 0. Then the normalized

column vector for ∅ 6= S ∈ ℘ (U) is: |S〉 = 1√
Pr(S)

[
χS (u1)

√
p1, ...χS (un)

√
pn
]t
so that

its density matrix is:

ρ (S) = |S〉 (|S〉)t =

1
Pr(S)


χS (u1) p1 χS (u1)χS (u2)

√
p1p2 · · · χS (u1)χS (un)

√
pipn

χS (u2)χS (u1)
√
p2p1 χS (u2) p2 · · · χS (u2)χS (un)

√
p2pn

... · · · . . .
...

χS (un)χS (u1)
√
pnp1 χS (un)χB (u2)

√
pnp2 · · · χS (un) pn

.

Then for any T ∈ ℘ (U),

tr [PTρ (S)] = tr [ρ (S)PT ] = 1
Pr(S)

∑n
i=1 χT∩S (ui) pi = Pr(T∩S)

Pr(S)
= Pr (T |S)

so that for T = f−1 (r):

Pr (r|S) = Pr (f−1 (r) |S) = tr
[
Pf−1(r)ρ (S)

]
= 1

Pr(S)

∑n
i=1 χf−1(r)∩S (ui) pi =

Pr(f−1(r)∩S)
Pr(S)

.

And, similarly:

〈f〉S = tr [[f ] ρ (S)] =
∑n

i=1 ([f ] ρ (S))ii = 1
Pr(S)

∑
i f (ui)χS (ui) pi

= 1
Pr(S)

∑
r∈f(U)

∑
ui∈f−1(r) rχS (ui) pi = 1

Pr(S)

∑
r∈f(U) rPr (f−1 (r) ∩ S) =∑

r∈f(U) rPr (r|S).

Thus for a fixed outcome space U with point probabilities, QM/Sets reproduces finite

probability theory in a QM setting using superposition events.

5.2 Revisiting measurement with density matrices

Given a partition π = {B}B∈π on U = {u1, ..., un} with point probabilities p =

(p1, ..., pn), the pure density matrix for a block B ∈ ℘ (U) is given by:
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ρ (B)ij =

{
1

Pr(B)

√
pjpk if ui, uj ∈ B

0 otherwise.
so that tr [ρ (B)] = 1

Pr(B)

∑
ui∈B pi = 1.

Then the probability-weighted sum gives the mixed density matrix for partition:

ρ (π) =
∑

B∈π Pr (B) ρ (B) where ρ (π)ij =

{ √
pipj if (ui, uj) ∈ indit (π)

0 if (ui, uj) ∈ dit (π) .

so that tr [ρ (π)] =
∑n

i=1 ρ (π)ii =
∑n

i=1

√
pipi = 1, where indit (π) is the equivalence

relation ∪B∈πB ×B on U × U defined by π.
One of the most important facts about density matrices is the characterization of

the trace of the density matrix squared. In the case at hand of ρ (π), we have:(
ρ (π)2

)
ii

=
∑

uk s.t. (ui,uk)∈indit(π)
√
pipk
√
pkpi = pi

∑
uk∈B where ui∈B pk = pi Pr (B)

so that:
∑

ui∈B pi Pr (B) = Pr (B)
∑

ui∈B pi = Pr (B)2, and hence:

tr
(
ρ (π)2

)
=
∑n

i=1

(
ρ (π)2

)
ii

=
∑

B∈π
∑

ui∈B pi Pr (B) =
∑

B∈π Pr (B)2.

Then we have the density-matrix version of the logical entropy of a partition:

h (π) = 1−
∑

B∈π Pr (B)2 = 1− tr
(
ρ (π)2

)
.

With point probabilities {pi}, Pr (B)2 =
(∑

ui∈B pi
)2

=
∑

ui∈B p
2
i +
∑

ui,uj∈B,ui 6=uj pipj

and 1 = (
∑n

i=1 pi)
2

=
∑n

i=1 p
2
i +

∑
i 6=j pipj so that:

h (π) = 1−
∑

B∈π Pr (B)2

=
∑n

i=1 p
2
i +

∑
i 6=j pipj −

∑
B∈π

∑
ui∈B p

2
i −

∑
B∈π

∑
ui,uj∈B,ui 6=uj pipj

=
∑

i 6=j pipj −
∑

B∈π
∑

ui,uj∈B,ui 6=uj pipj =
∑

i 6=j pipj −
∑

(ui,uj)∈indit(π),ui 6=uj pipj =∑
(ui,uj)∈dit(π) pipj.

Thus with point probabilities, the logical entropy is still the probability that in two

independent draws from U , a distinction of π is obtained.

In QM/C, a normalized vector ψ ∈ V expressed in the O.N. basis {vi}ni=1 of
eigenvectors for an observable F is |ψ〉 =

∑n
i=1 〈vi|ψ〉 |vi〉 and its density matrix is

the projection matrix: ρ (ψ) = |ψ〉 〈ψ| where ρ (ψ)ij = 〈vi|ψ〉 〈ψ|vj〉 so
∥∥∥ρ (ψ)ij

∥∥∥2 =

‖〈vi|ψ〉‖2 ‖〈vj|ψ〉‖2 which is the probability of an F -measurement of ψ returning vi
times the probability of an F -measurement of ψ returning vj.
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The quantum logical entropy of a density matrix ρ in QM/C has the same defini-
tion: h (ρ) = 1− tr [ρ2]. This formula has been also called the “mixedness”[38, p. 5]

of the state ρ since ρ is a mixed state if tr [ρ2] < 1. The important paper of Manfredi

and Feix [45] also advocates the same formula 1 − tr [ρ2] for the quantum notion of

entropy which they denote as S2.

In QM/C, the operation of a projective F -measurement on a density matrix ρ is
described by the:

ρ ρ̂ =
∑

λ PλρPλ

Lüders mixture operation in QM/C ([3, p. 279]; [42])

which transforms the pre-measurement density matrix ρ into the post-measurement

density matrix ρ̂. The measurement of a normalized pure state |ψ〉 results in the state
Pλ |ψ〉 with the probability pλ = tr [Pλρ (ψ)] = Pr (λ|ψ) where ρ (ψ) = |ψ〉 〈ψ|. The
projected resultant state Pλ |ψ〉 has the density matrix Pλ|ψ〉〈ψ|Pλ

tr[Pλρ(ψ)]
= Pλρ(ψ)Pλ

tr[Pλρ(ψ)]
so the

mixed state describing the probabilistic results of the measurement is [?, p. 101 or p.
515]:

ρ̂ (ψ) =
∑

λ pλ
Pλρ(ψ)Pλ
tr[Pλρ(ψ)]

=
∑

λ tr [Pλρ (ψ)] Pλρ(ψ)Pλ
tr[Pλρ(ψ)]

=
∑

λ Pλρ (ψ)Pλ.

Since we have density matrices and projection matrices to the eigenspaces ℘ (f−1 (r))

of a random variable f : U → R in QM/Sets, the corresponding Lüders mixture op-
eration is:

ρ ρ̂ =
∑

r∈f(i) Pf−1(r)ρPf−1(r)

Lüders mixture operation in QM/Sets.

Consider first the operation on a pure state density matrix ρ (S) for ∅ 6= S ∈ ℘ (U):

ρ (S)ij =

{
1

Pr(S)

√
pipj if ui, uj ∈ S

0 otherwise.
.

To check on purity, we can use the criterion of purity if tr
[
ρ (S)2

]
= 1 (and a mixture

otherwise when tr
[
ρ (S)2

]
< 1), where:(

ρ (S)2
)
ii

= 1
Pr(S)2

∑
uk s.t. ui,uk∈S

√
pipk
√
pkpi

= pi
Pr(S)2

∑
uk∈S where ui∈S pk = pi Pr(S)

Pr(S)2
= pi

Pr(S)
if ui ∈ S and 0 otherwise,
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so the only non-zero elements along the diagonal are for ui ∈ S, and thus

tr
[
ρ (S)2

]
=
∑

ui∈S
(
ρ (S)2

)
ii

=
∑

ui∈S
pi

Pr(S)
= Pr(S)

Pr(S)
= 1.

The projection matrix Pf−1(r) is given by:

Pf−1(r) =


χ
f−1(r)

(u1) 0 · · · 0

0 χ
f−1(r)

(u2)
. . .

...
...

. . . . . . 0

0 · · · 0 χ
f−1(r)

(un)

.

On each block of the partition {f−1 (r)}r∈f(U), the operation of the projection matrices
is:

(
Pf−1(r)ρ (S)Pf−1(r)

)
ij

=

{
1

Pr(S)

√
pjpk if ui, uj ∈ f−1 (r) ∩ S

0 otherwise.

so the sum over the eigenvalues r ∈ f (U) gives∑
r∈f(U) Pf−1(r)ρ (S)Pf−1(r) = ρ̂ (S)

where

(ρ̂ (S))ij =

{
1

Pr(S)

√
pipj if ui, uj ∈ f−1 (r) ∩ S for some r ∈ f (U)

0 otherwise.
.

Checking the trace:

tr [ρ̂ (S)] =
∑n

i=1 (ρ̂ (S))ii = 1
Pr(S)

∑
r∈f(U),ui∈f−1(r)∩S pi = 1

Pr(S)

∑
ui∈S pi = 1.

The non-zero off-diagonal elements in ρ̂ (S) correspond to the pairs {ui, uj} where
ui, uj ∈ f−1 (r) ∩ S for some r so they ‘cohere’together or are rendered indistinct in
the superposition state f−1 (r) ∩ S.

[T]he off-diagonal terms of a density matrix ... are often called quantum

coherences because they are responsible for the interference effects typical

of quantum mechanics that are absent in classical dynamics. [3, p. 177]

55



If we distinguish the elements of S by their f -eigenvalues, then we have a partition

of nonempty blocks {f−1 (r) ∩ S}r∈f(U), which is the partition f−1 = {f−1 (r)}r∈f(U)
restricted to S. All and only the non-zero off-diagonal elements of ρ (S) are zeroed

which correspond to some ui and uj with different f -eigenvalues. Another way to

obtain ρ̂ (S) is to start with the pure state density matrices ρ (f−1 (r) ∩ S) when that

intersection is non-empty and then construct the mixed state density matrix which

weighs the pure state density matrices with the probabilities Pr (r|S) =
Pr(f−1(r)∩S)

Pr(S)

so that we have the mixed state density matrix:

ρ =
∑

r∈f(U)
Pr(f−1(r)∩S)

Pr(S)
ρ (f−1 (r) ∩ S).

For the pure state density matrices, the i, j-entries are:

ρ (f−1 (r) ∩ S)ij =

{
1

Pr(f−1(r)∩S)
√
pipj if ui, uj ∈ f−1 (r) ∩ S
0 otherwise.

and thus the i, j-entries in ρ are:

ρij =
Pr(f−1(r)∩S)

Pr(S)
1

Pr(f−1(r)∩S)
√
pipj = 1

Pr(S)

√
pipj

if ui, uj ∈ f−1 (r) ∩ S for some r ∈ f (U), and 0 otherwise, so ρ = ρ̂ (S).

This means that when the projective measurement of a quantum state ψ by an

observable F in QM/C is restated in QM/Sets, then it is just the stochastic sampling
of the random variable f conditioned on the superposition event S—with the same

probabilities for the classical event S ⊆ U .

If we started with S = U , then ρ (U) = ρ (0U) for the indiscrete partition 0U
and the measurement operation produces ρ̂ (0U) = ρ (f−1), the density matrix for the

partition f−1 = {f−1 (r)}r∈f(U) where:

ρ (f−1) =

{ √
pipj if ui, uj ∈ f−1 (r)

0 otherwise

which is the special case of ρ =
∑

r∈f(U)
Pr(f−1(r)∩S)

Pr(S)
ρ (f−1 (r) ∩ S) for S = U .

The key thing to note is that the measurement transition ρ (0U)  ρ̂ (0U) =

ρ (f−1) is just the transition of the join operation on partitions since 0U ∨ f−1 =

f−1. This can be checked by considering a measurement of the mixed state ρ (f−1)

by the compatible observable g : U → R, which is analogous to performing two
measurements on the original state ψ by two commuting observables F and G in

QM/C. The Lüders mixture operation gives:
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ρ̂ (f−1) =
∑

s∈g(U) Pg−1(s)ρ (f−1)Pg−1(s)

which gives:

(ρ̂ (f−1))ij ={ √
pipj if ui, uj ∈ g−1 (s) ∩ f−1 (r) for some r ∈ f (U) and s ∈ g (U)

0 otherwise.
.

The claim is that this is just the density matrix ρ (f−1 ∨ g−1) for the join of the parti-
tions {f−1 (r)}r∈f(U) and {g−1 (s)}s∈g(U) whose blocks are the nonempty intersections
f−1 (r)∩ g−1 (s), block which can be characterized by the ordered pair (r, s) of eigen-

values. The density matrix ρ (f−1 ∨ g−1) is formed as the probability-weighted sum of
the pure state density matrices for the nonempty blocks ρ (f−1 (r) ∩ g−1 (s)) where:

ρ (f−1 (r) ∩ g−1 (s))ij =

{
1

Pr(f−1(r)∩g−1(s))
√
pipj if ui, uj ∈ f−1 (r) ∩ g−1 (s)

0 otherwise.

so in the probability-weighted sum:

ρ (f−1 ∨ g−1) =
∑

r,s s.t. f−1(r)∩g−1(s)6=∅ Pr (f−1 (r) ∩ g−1 (s)) ρ (f−1 (r) ∩ g−1 (s))

and thus the i, j-entry is:

ρ (f−1 ∨ g−1)ij =

{ √
pipj if ui, uj ∈ f−1 (r) ∩ g−1 (s)

0 otherwise.
= (ρ̂ (f−1))ij.

Hence the combined effect of projective measurements of U by two commuting r.v.s

f and g is just the single measurement by random variable (f, g) : U → R × R
where (f, g) (u) = (f (u) , g (u)) whose inverse-image partition is the join f−1 ∨ g−1 =

{f−1 (r) ∩ g−1 (s) 6= ∅}(r,s)∈(f,g)(U). Hence a complete set of commuting r.v.s is a set
such that the join of their inverse-image partitions is the discrete partition 1U =

{{u}}u∈U—all of which is the QM/Sets version of Dirac’s Complete Set of Commut-
ing Operators (CSCO) where the simultaneous eigenvectors of all the operators will

distinguish or decompose all the simultaneous eigenvectors which than only generate

one-dimensional eigenspaces. In each case, those simultaneous eigenvectors can be

characterized by the ordered m-tuple of eigenvalues if there are m r.v.s or operators

in the complete set.
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The main results can be illustrated with some simple examples. Let U = {a, b, c}
with the respective point probabilities p = (p1, p2, p3) and let f : U → R be the r.v.
f (a) = f (b) = 1 and f (c) = 0 so that f = χ{a,b} and f−1 = {{a, b} , {c}}. Then we
have the density matrices:

ρ (U) = ρ (0U) =

 p1
√
p1p2

√
p1p3

√
p2p1 p2

√
p2p3

√
p3p1

√
p3p2 p3

,
ρ ({a, b}) =


1

p1+p2
p1

1
p1+p2

√
p1p2 0

1
p1+p2

√
p2p1

1
p1+p2

p2 0

0 0 0


and ρ ({c}) =

0 0 0

0 0 0

0 0 1
p3
p3 = 1

 so
ρ (f−1) = 1

p1+p2
ρ ({a, b}) + 1

p3
ρ ({c}) =

 p1
√
p1p2 0

√
p2p1 p2 0

0 0 p3

.
Then the Lüders mixture operation of f -measurement on ρ (0U) should yield ρ̂ (0U) =

ρ (0U ∨ f−1) = ρ (f−1).

ρ̂ (0U) =

1 0 0

0 1 0

0 0 0


 p1

√
p1p2

√
p1p3

√
p2p1 p2

√
p2p3

√
p3p1

√
p3p2 p3


1 0 0

0 1 0

0 0 0


+

0 0 0

0 0 0

0 0 1


 p1

√
p1p2

√
p1p3

√
p2p1 p2

√
p2p3

√
p3p1

√
p3p2 p3


0 0 0

0 0 0

0 0 1


=

 p1
√
p1p2 0

√
p1p2 p2 0

0 0 0

+

0 0 0

0 0 0

0 0 p3

 =

 p1
√
p1p2 0

√
p2p1 p2 0

0 0 p3

 = ρ (f−1).X

A further measurement of ρ (f−1) by g : U → R where g (a) = g (c) = 1 and

g (b) = 0 so g = χ{a,c} should yield f−1 ∨ g−1 = 1U . The Lüders mixture operation

yields:
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ρ̂ (f−1) =

1 0 0

0 0 0

0 0 1


 p1

√
p1p2 0

√
p2p1 p2 0

0 0 p3


1 0 0

0 0 0

0 0 1


+

0 0 0

0 1 0

0 0 0


 p1

√
p1p2 0

√
p2p1 p2 0

0 0 p3


0 0 0

0 1 0

0 0 0


=

p1 0 0

0 0 0

0 0 p3

+

0 0 0

0 p2 0

0 0 0

 =

p1 0 0

0 p2 0

0 0 p3

 = ρ (1U).X

5.3 Classical events and superposition events

The density matrix ρ (1U) is the mixed state density matrix for the classical event

U ⊆ U where all the eigenvectors {ui} ∈ ℘ (U) are decomposed, decohered, and

distinguished to create the classical event U [3, p. 176]. We previously defined the pure

state density matrix ρ (S) for a subset S ∈ ℘ (U) which construed S as a superposition

event, not the classical event associated with S ⊆ U . The density matrix machinery

allows us to differentiate between the superposition event S ∈ ℘ (U) ∼= Z|U |2 and the

classical event S ⊆ U associated with a subset S. These are the two ways, the classical

way and the quantum way, to interpret a subset S. The density matrix associated

with the classical event S ⊆ U is the diagonal matrix with the diagonal entries:

ρ (δS)ii =

{
pi

Pr(S)
if ui ∈ S

0 otherwise
.

The distinction between the superposition event represented by pure state ρ (S) and

the classical event represented by the completely decomposed mixed state ρ (δS) does

not show up in the probability formulas for measuring in the U -basis since the two

states cannot be distinguished by such measurements. At first, this might seem like

a bug in QM/Sets but it is a feature since the same lack of distinguishability occurs

in QM/C. Substituting our notation:

[A]s long as one measures the polarization in the basis {|h〉 , |v〉}, it is
not possible to detect a difference between ρ (S) and ρ (δS): The proba-

bilities Pr (h) and Pr (v) of detecting horizontal and vertical polarization,

respectively, are in both cases equal to ‖ch‖2 and ‖cv‖2. [3, p. 176]
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To distinguish the two states, one needs to measure them in a different basis, and

that can also be done in QM/Sets.

In a fair-coin-tossing example where U = {H,T} is taken as the outcome set, there
is another basis U ′ = {H ′, T ′} where {H ′} = {H,T} and {T ′} = {T} which is a basis
since {H ′}+{T ′} = {H,T}+{T} = {H} (mod 2 addition) and {T ′} = {T}. The third
basis is for U ′′ = {H ′′, T ′′} where {H ′′} = {H} and {T ′′} = {H,T}. Those are the
only basis sets since by Gauss’s formula for n = 2, there are (22 − 1) (22 − 21) 1

2!
= 3

(unordered) bases of Z22. Since we have different bases for Z22, we can consider a ket
as an abstract vector that can be represented in different bases, e.g., {H}, {H ′, T ′},
and {H ′′} all represent the same abstract vector in different bases. Then we can form
a ket-table where each row represents a ket. In Z22, there are 22 − 1 = 3 non-zero

abstract vectors, each corresponding to a row in the ket-table Table 5.1.

U -basis U ′-basis U ′′-basis

{H,T} {H ′} {T ′′}
{H} {H ′, T ′} {H ′′}
{T} {T ′} {H ′′, T ′′}
Table 5.1: Ket-table for Z22.

Each ket or abstract vector is a superposition in one basis and a singleton event in

the other two bases.

We noted previously that we could not distinguish the classical mixture event

U associated with ρ (δU) from the superposition event associated with ρ (U) when

measured in the U -basis. For instance, the probability of getting heads in the two

cases is:

Pr (H|ρ (δU)) = tr
[
P{H}ρ (δU)

]
= tr

[[
1 0

0 0

][
1
2

0

0 1
2

]]
= tr

[
1
2

0

0 0

]
= 1

2

Pr (H|ρ (U)) = tr
[
P{H}ρ (U)

]
= tr

[[
1 0

0 0

][
1
2

1
2

1
2

1
2

]]
= tr

[
1
2

1
2

0 0

]
= 1

2
.

But the two events can be distinguished when measured in a different basis such as

the U ′-basis.

The vector {H} is expressed in the U -basis by the column vector
[
1
0

]
U
(the sub-

script indicating the basis) and in the U ′-basis by the column vector
[
1
1

]
U ′
. The basis

conversion matrix is
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CU→U ′ =

[
1 0

1 1

]
so

[
1 0

1 1

][
1

0

]
U

=

[
1

1

]
U ′

.

Hence converting the superposition
[
1
1

]
U
or {H,T} to the U ′-basis gives:

CU→U ′

[
1

1

]
U

=

[
1 0

1 1

][
1

1

]
U

=

[
1

0

]
U ′

or {H ′} so its density matrix (computing

in the reals) is

[
1

0

]
U ′

[
1 0

]
U ′

=

[
1 0

0 0

]
U ′

. The classical mixed event U is the half-

half mixture of {H} and {T}. The basis conversion for {H} gives CU→U ′
[

1

0

]
U

=[
1 0

1 1

][
1

0

]
U

=

[
1

1

]
U ′

so the associated real density matrix is:

[
1√
2
1√
2

]
U ′

[
1√
2

1√
2

]
U ′

=

[
1
2

1
2

1
2

1
2

]
U ′

and for {T}, CU→U ′
[

0

1

]
U

=

[
1 0

1 1

][
0

1

]
U

=

[
0

1

]
U ′

so its real density matrix is:

[
0

1

]
U ′

[
0 1

]
U ′

=

[
0 0

0 1

]
U ′

.

Their half-half mixture has the density matrix in the U ′-basis:

1
2

[
1
2

1
2

1
2

1
2

]
U ′

+ 1
2

[
0 0

0 1

]
U ′

=

[
1
4

1
4

1
4

3
4

]
U ′

.

We then measure by the partition σ = {{H ′} , {T ′}} with half-half probabilities
so the probability of H ′ for the superposition event {H,T} or {H ′} in the U ′-basis is:

tr

[
P{H′}

[
1 0

0 0

]
U ′

]
= tr

[[
1 0

0 0

]
U ′

[
1 0

0 0

]
U ′

]
= tr

[
1 0

0 0

]
U ′

= 1

and for the classical mixture of half {H} and half {T}which in the U ′-basis is the
mixture of half {H ′, T ′}and half {T ′}, is:

tr

[
P{H′}

[
1
4

1
4

1
4

3
4

]
U ′

]
= tr

[[
1 0

0 0

]
U ′

[
1
4

1
4

1
4

3
4

]
U ′

]
= tr

[
1
4

1
4

0 0

]
U ′

= 1
4
.
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The first calculation makes intuitive sense since the superposition {H,T} in the U -
basis is the singleton event {H ′} in the U ′-basis, so measuring in the U ′-basis for the
event {H ′} will give {H ′} with probability 1. The second calculation makes intuitive

sense since it is half-half in the classical mixture whether we get the {T} = {T ′}
event or the {H} = {H ′, T ′} event and then the probability of getting H ′ is zero
for the {T ′} event and 1

2
for the {H ′, T ′} event so the overall probability of {H ′}

is 1
4
. Thus the two events, the classical mixture of half {H} and half {T}, and the

superposition {H,T}, which cannot be distinguished by measurements in the U -basis,
can be distinguished by measurement in the U ′-basis.

The key to understanding the objective indefiniteness interpretation of QM is

understanding the indefiniteness interpretation of the superposition states such as

{H,T}. It is not a coin being simultaneously heads and tails (or a particle going
through both slits). It represents the indefinite state prior to the distinctions being

made that differentiate heads from tails.9 The virtue of the density matrix formalism

is that the non-zero off-diagonal elements make the distinction between the classical

event of getting heads or tails with equal probability, i.e.,

[
1
2

0

0 1
2

]
U

, and the superpo-

sition event

[
1
2

1
2

1
2

1
2

]
U

that in a distinguishing measurement yields head or tails with

equal probability. The likelihood of confusion is particularly strong when considering

the vector space ℘ ({H,T}) ∼= Z22. The vectors in that space are routinely thought of
as subsets like the universal event {H,T} ⊆ U = {H,T}, but that classical mixture is
not a (pure state) vector in ℘ ({H,T}) ∼= Z22; it is the equal mixture of the pure state
vectors {H} and {T}. The superposition event {H,T} is a vector in ℘ ({H,T}) ∼= Z22
and the density matrices give the differences. The density matrix for the superposition

event {H,T} has the non-zero off-diagonal elements which represent that the basis
vectors {H} and {T} in the U -basis are cohered together so as to be indistinct be-
tween those two outcomes (like two points being in the same block of a set partition).

A measurement could distinguish between or decohere those two outcomes to yield

the outcomes {H} or {T} with equal probability, i.e., to yield the classical mixture
9In terms of our intuition-aid (developed more fully in the next chapter) of the two distinguished

isosceles triangles that result from reflection about the vertical axis descending from vertex a,
a

b4c
and

a

c4b, the classical mixture is represented by those two definite outcomes, while the superposition
event of those two outcomes would be the indefinite state

a

4, prior to the distinction between the
triangles with labeled vertices.
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of {H} and {T}.

5.4 Modeling measurement in QM/Sets

It might be useful to mention some of the literature from the perspective of this con-

ceptual treatment of the measurement problem. The basic problem has been expressed

with great clarity and vigor in John S. Bell’s famous essay Against "Measurement"

[5]. One aspect of the problem is the unclear criterion for separating the processes

that constitute measurements from the processes of unitary evolution. In much of

the literature, the separation hides behind the distinction between "macroscopic" or

"classical" on the one hand, and "microscopic" or "quantum" on the other hand—as

if there were precise theoretical definitions of those concepts.

The intuitive idea is that "macroscopic" or "classical" does not countenance any

superpositions, so that in the interaction between a macroscopic measurement appa-

ratus and the quantum-level superposition state being "measured," the superposition

state will be reduced (or "wave-packet" collapsed) in the measurement process. But

considering the measurement apparatus as a large quantum system, the interaction

can be modeled by a unitary evolution that would seem to leave the indicator states

of the measurement apparatus in a superposition state (like Schrödinger’s cat).

Quite aside from the ill-defined nature of the macroscopic-microscopic distinction,

a "measurement" can take place by distinguishing events solely at the quantum level.

Feynman [29, §3.3] considered a case of a quantum-level measurement apparatus. A

neutron is scattering off the nuclei of atoms in a crystal. If the nuclei have no spin,

then the amplitude for the neutron to be scattered to some given point would be

the superposition of the scattering amplitudes off the various nuclei since there is

no distinguishing physical event to distinguish between scattering off one nucleus or

another. But if all the nuclei had spin in, say, the down direction while the neutron

had spin up, then in the scattering interaction, one of the nuclei might flip its spin

which would be the microscopic physical event to distinguish that trajectory. Then

the probability of the neutron arriving at the given point with its spin reversed (in-

dicating that a spin flip had occurred) would be the sum of the probabilities (not

the amplitudes) for those distinguished trajectories over all the nuclei. In that case,

the superposition was reduced (the indefinite became definite) and the nucleus with

its spin flipped plays the role of a detector registering a hit. The spin-state of the
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nuclei served as a quantum-level measuring apparatus to measure which scattering

trajectory was taken by the neutron to reach the detector. By illustrating a measure-

ment decoherence at the quantum level, Feynman’s treatment is independent of the

Zurek-treatment of "decoherence" [70] that involves interaction with a macroscopic

system.

The key concept in this treatment of the measurement problem is the notion

of distinguishability. Of all the quantum theorists, Richard Feynman is perhaps the

clearest in singling out the notion of distinguishability in determining whether or not

a superposition of alternatives is reduced (so probabilities add) or not (so amplitudes

add). The point is that distinguishing physical events do not allow a superposition to

continue evolving—which was the real work done by the notions of "macroscopic" or

"classical" in the conventional textbook treatment of measurement.

In his crystal-scattering example, the distinguishing physical events are the flips in

the spin of nuclei in the crystal. But Feynman’s warhorse example is always the two-

slit experiment. An electron traverses a screen with two slits and eventually registers

a hit on a far wall. The electron traverses the two-slit screen in the superposition

state of being indefinite between "going through slit 1" and "going through slit 2."

If there is no physical event to distinguish between the two alternative trajectories,

then an electron will evolve in its indefinite state and show interference effects.

If, however, there is some way to, in principle, physically distinguish between the

two alternative trajectories, then the superposition is reduced and repeated trials will

show no interference effects. The key to what von Neumann [65] called a "type 1"

(measurement-type) process is the physical realization of a distinction. In the two-

slit experiment, one way to physically realize a distinction is to cover up one of the

slits. A more subtle way to make a physical distinction is to put a detector at one

or both slits. Then the registration of a passage at a detector D1 or D2 serve as the

"non-superposable" physically distinguishing events.

The physics will differ from case to case as to why, say, "going through slit 1" and

"going through slit 2" are superposable but registers at detectors D1 or D2 are not.

The important thing here is not the specific way to physically make the distinction,

but the concept of making physical distinctions that prevents the further evolution of

a superposition.

The analysis of the measurement problem can be modeled in QM/Sets. Let Q =

{a, b} be the quantum system and let M = {0, 1, 2} be the measuring apparatus so
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that ℘ (Q×M) is the space for the composite system (recall that the tensor product

℘ (Q) ⊗ ℘ (M) ∼= ℘ (Q×M)). The initial state of the quantum system is the super-

position {a, b}. The state {0} is the neutral state of the measuring apparatus, and
{1} and {2} are the pointer states to be correlated respectively with {a} and {b}.
The key assumption is that the pointer states are distinguishing states that will not

allow {a, b} to evolve as a superposition. Intuitively we might think of {a} and {b}
as the "going through slit 1" and "going through slit 2" states. The neutral state {0}
corresponds to the detectors being off where no measurement is being taken, while

the indicator states of {1} and {2} correspond to the detectors being on and the
detectors D1 or D2 respectively registering a passage of the particle.

In the initial interaction, the composite system is in the superposition state

{(a, 0) , (b, 0)}. Then what von Neumann would call a "type 2" (i.e., non-singular)
transformation is applied in the composite system Z62 with the action on the basis as
listed in Table 5.2:

(a, 0)→ (a, 1)

(b, 0)→ (b, 2)

(a, 1)→ (a, 0)

(b, 1)→ (b, 1)

(a, 2)→ (a, 2)

(b, 2)→ (b, 0)
Table 5.2: Action of non-singular transformation.

This gives a "type 2" transformation of the initial superposition state {(a, 0) , (b, 0)}
to the superposition state {(a, 1) , (b, 2)} which correlates the quantum states with

the pointer states. But it is assumed that the pointer states {1} and {2} cannot be
superposed. The discrete partition 1M = {{0} , {1} , {2}} on M = {0, 1, 2} times the
indiscrete partition on Q = {a, b} gives the product partition

0Q × 1M = {{(a, 0) , (b, 0)} , {(a, 1) , (b, 1)} , {(a, 2) , (b, 2)}}

of the composite system which is the least refined partition that still mathemati-

cally expresses the assumed distinguishing nature of the M -states in the compos-

ite system. That distinguishing nature of the M -states is then applied by the join-

action of 0Q × 1M on the pure state {(a, 1) , (b, 2)} which results in the mixed state
{{(a, 1)} , {(b, 2)}}. That join-action or Lüders mixture operation, which turns the
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pure superposition state {(a, 1) , (b, 2)} into the mixed state {{(a, 1)} , {(b, 2)}}, is
not a type 2 process (i.e., non-singular in QM/Sets or unitary in QM/C)—since those
processes turn pure states into pure states.

In terms of density matrices, the pure state S = {(a, 1) , (b, 2)} is represented by
the following density matrix (where the row labels are on the right and the columns

are labeled likewise):

ρ ({(a, 1) , (b, 2)}) =



0

0
1

‖S‖Q+M
0

0
1

‖S‖Q+M


[
0 0 1

‖S‖Q+M
0 0 1

‖S‖Q+M

]

=



0 0 0 0 0 0

0 0 0 0 0 0

0 0 1
2

0 0 1
2

0 0 0 0 0 0

0 0 0 0 0 0

0 0 1
2

0 0 1
2



(a, 0)

(b, 0)

(a, 1)

(b, 1)

(a, 2)

(b, 2)

.

The partition 0Q× 1M plays the role of the inverse-image partition of the observable

that assigns each pair (x, i) ∈ Q×M itsM -value i so the blocks define the projection

matrices:

P0 =



1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0


, P1 =



0 0 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 0 0

0 0 0 0 0 0


, and P2 =



0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0 1


.

Then the density matrix for the result of the "join-action" of the measurement is

obtained by the Lüders mixture operation:

ρ̂ ({(a, 1) , (b, 2)}) =
∑2

i=0 Piρ ({(a, 1) , (b, 2)})Pi = ρ (0Q × 1M ∨ ({(a, 1) , (b, 2)}))
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= ρ ({{(a, 1)} , {(b, 2)}}) =



0 0 0 0 0 0

0 0 0 0 0 0

0 0 1
2

0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 1
2


Join-action of Measurement:

{(a, 1) , (b, 2)} 0Q × 1M ∨ ({(a, 1) , (b, 2)}) = {{(a, 1)} , {(b, 2)}}.

Thus with half-half probability, the composite system is in the state {(a, 1)}, i.e.,
Q is in state {a} and M is in state {1}, or is in the state {(b, 2)}, i.e., Q is in state

{b} and M is in state {2}.
Insofar as the quantum systemQ is concerned, this is, of course, the same outcomes

as described by the "measurement" by an observable f : Q → R with f (a) = 1 and

f (b) = 2 so that f−1 = {{a} , {b}} = 1Q:

ρ ({a, b}) =

[
1
2

1
2

1
2

1
2

]
 ρ̂ =

[
1
2

0

0 1
2

]
Measurement: join action of {a, b} =⇒ f−1 ∨ {{a, b}}.

The controversial part in the conventional treatment of the measurement problem

is that last step of the join-action that expresses the effect of the distinguishing

physical events (e.g., the spin-flip of a nucleus in the crystal-scattering example or

the hit at a detector in the two-slit experiment) that make distinctions between the

superposed alternatives.

5.5 Measuring measurement with logical entropy

One of the main results about density matrices in QM/C or QM/Sets is:

Proposition 3 tr [ρ2] =
∑

i,j ‖ρij‖
2 .[27, p. 77]

Proof : A diagonal entry in ρ2 is (ρ2)ii =
∑n

j=1 ρijρ
∗
ij =

∑n
j=1 ‖ρij‖

2 so tr [ρ2] =∑n
i=1 (ρ2)ii =

∑
i,j ‖ρij‖

2. �
The logical entropy of a density matrix is thus: h (ρ) = 1−tr [ρ2] = 1−

∑
ij ‖ρij‖

2.

For instance, the logical entropy of {{a, b} , {c}} by our previous definitions is:
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h ({{a, b} , {c}}) = 1− Pr ({a, b})2 − Pr ({c})2 = 1− (p1 + p2)
2 − p23 =

1−
∑3

i=1 p
2
i − 2p1p2.

By the density matrix definition, it is:

h (ρ ({{a, b} , {c}})) = 1− tr
[
ρ ({{a, b} , {c}})2

]
= 1−

∑3
i,j=1

∥∥∥ρ ({{a, b} , {c}})ij
∥∥∥2

where

ρ ({{a, b} , {c}}) =

 p1
√
p1p2 0

√
p2p1 p2 0

0 0 p3


so ∑

i,j

∥∥∥ρ ({{a, b} , {c}})ij
∥∥∥2 =

∑3
i=1 p

2
i + 2p1p2

and thus the two definitions agree.

The main theorem relating logical entropy to projective management follows im-

mediately.

Theorem 1 For any density matrix ρ (in QM/C or QM/Z2) and the projective mea-
surement of ρ by an observable (F or f), the sum of the (absolute) squares of the

non-zero entries ρijin ρ that are zeroed in transition ρ  ρ̂ is the difference in their

logical entropies h (ρ̂)− h (ρ).

Proof : h (ρ̂)− h (ρ) = 1− tr [ρ̂2]− (1− tr [ρ2]) =
∑

i,j ‖ρij‖
2 −

∑
i,j ‖ρ̂ij‖

2. �
Measurement makes distinctions and the measure of distinctions is logical entropy.

One of the founders of quantum information theory, Charles Bennett, makes the point

about distinctions, differentiation, and distinguishability.

So information really is a very useful abstraction. It is the notion of

distinguishability abstracted away from what we are distinguishing, or

from the carrier of information... .[6, p. 155]

The theorem’s direct quantitative connection between state discrimination, measure-

ment, and quantum logical entropy reinforces the judgment of Boaz Tamir and Eliahu

Cohen ([62] or [63]) that quantum logical entropy is a natural and informative entropy

concept for quantum mechanics.
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We find this framework of partitions and distinction most suitable (at

least conceptually) for describing the problems of quantum state discrim-

ination, quantum cryptography and in general, for discussing quantum

channel capacity. In these problems, we are basically interested in a dis-

tance measure between such sets of states, and this is exactly the kind of

knowledge provided by logical entropy [Reference to [18]]. [62, p. 1]

In the F -measurement of a pure state ψ, the non-zero i, j-entries in ρ̂ (ψ) that

were not zeroed are the ones in ρ (ψ) that survived the pre- and post-projections in

the Lüders mixture operation ρ̂ (ψ) =
∑

λ Pλρ (ψ)Pλ for some eigenvalue λ. Those

are the i, j-entries where the eigenvectors vi and vj have the same eigenvalue λ. This

is easily seen by looking at the pre- and post-multiplication of:

ρ (ψ) =


‖〈v1|ψ〉‖2 〈v1|ψ〉 〈v2|ψ〉∗ · · · 〈v1|ψ〉 〈vn|ψ〉∗

〈v2|ψ〉 〈v1|ψ〉∗ ‖〈v2|ψ〉‖2 · · · 〈v2|ψ〉 〈vn|ψ〉∗
... · · · . . .

...

〈vn|ψ〉 〈v1|ψ〉∗ 〈vn|ψ〉 〈v2|ψ〉∗ · · · ‖〈vn|ψ〉‖2


by the projection matrices Pλ =

∑
vi:Fvi=λvi

|vi〉 〈vi| which are diagonal matrices with
(Pλ)ii = 1 if Fvi = λvi and 0 otherwise. In the pre-multiplication:

(ρ (ψ)Pλ)ij =
∑n

k=1 〈vi|ψ〉 〈vk|ψ〉
∗ (Pλ)kj

= 〈vi|ψ〉
∑n

k=1 〈vk|ψ〉
∗ (Pλ)kj =

{
〈vi|ψ〉 〈vj|ψ〉∗ = ρ (ψ)ij if vj has eigenvalue λ

0 otherwise.

and for the post-multiplication:

(Pλρ (ψ))ij =
∑n

k=1 (Pλ)ik 〈vk|ψ〉 〈vj|ψ〉
∗

= 〈vj|ψ〉∗
∑n

k=1 (Pλ)ik 〈vk|ψ〉 =

{
〈vi|ψ〉 〈vj|ψ〉∗ = ρ (ψ)ij if vi has eigenvalue λ

0 otherwise.

Thus all the zero ρ̂ (ψ)ij are for eigenvectors vi and vj with different eigenvalues. For

a given eigenvalue λ, the probability of the F -measurement returning an eigenvalue

λ is pλ = Pr (λ|ψ) = tr [Pλρ (ψ)] =
∑

Fvi=λvi
‖〈vi|ψ〉‖2 =

∑
Fvi=λvi

pi where ‖〈vi|ψ〉‖2

is abbreviated as pi. Hence

p2λ =
(∑

Fvi=λvi
‖〈vi|ψ〉‖2

)2
=
∑

Fvi=λvi
p2i + 2

∑
Fvi=λvi,Fvj=λvj

pipj
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which is the sum of the absolute squares of the non-zero entries ρ̂ (ψ)ij where vi and vj
have the same eigenvalue λ. Indeed, the squares of the diagonal entries ρ̂ (ψ)ii where

Fvi = λvi is the term
∑

Fvi=λvi
p2i and the sum of the absolute squares of the non-zero

off-diagonal terms is 2
∑

Fvi=λvi,Fvj=λvj
pipj. Thus the sum

∑
λ p

2
λ =

∑
i,j

∥∥∥ρ̂ (ψ)ij

∥∥∥2 =

tr
[
ρ̂ (ψ)2

]
recalling that the ρ̂ (ψ)ij terms where vi and vj have different eigenvalues

are zero. Hence we have a simple interpretation for the quantum logical entropy of

the result ρ̂ (ψ) of measuring ρ (ψ) by an observable F :

h (ρ̂ (ψ)) = 1− tr
[
ρ̂ (ψ)2

]
= the probability of getting different eigenvalues in two

independent F -measurements of ψ.

This is, of course, the QM/C version of the previous QM/Sets result that the log-
ical entropy h (f−1) of inverse-image partition f−1 = {f−1 (r)}r∈f(U) of a random
variable f : U → R is the probability that two independent trials for the r.v. will
yield distinct values. The von Neumann (vN) entropy, in contrast, has no such sim-

ple interpretation, and there seems to be no such intuitive connection between pre-

and post-measurement density matrices and vN entropy, although vN entropy also

increases in a projective measurement [49, Theorem 11.9, p. 515].

6 Indistinguishability of particles in quantum me-

chanics

We may begin by considering the combinatorics of the classical Maxwell-Boltzmann

(MB) distribution of classical particles in a number of states.

Let |U | = n be the number of states a particle can be in and let k be the number

of particles. In the balls-and-boxes language of combinatorial theory, |U | = n is the

number of boxes and k the number of balls. How many different ways can the balls be

put into the boxes. The state space is ℘
(
Uk
)

= ℘

(
U × ...× U

k times

)
. A distribution of

the balls to the boxes means that each of the k particle-balls is assigned to one of the n

state-boxes {u} for u ∈ U so there are nk ways to distribute the balls (particles) to the

boxes (states). Each distribution gives a basis element in the space ℘
(
U × ...× U

k times

)
.

Classically, the balls (and boxes) are distinguishable but the order of the balls within

each box does not matter. Each of the n boxes (states) has an occupation number θi
where 0 ≤ θi ≤ k and

∑n
i=1 θi = k.
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The multinomial coeffi cient gives the number of different ways to distribute k

distinguishable particles among the n boxes that have the same occupation numbers

θ1, ..., θn. One way to arrive at the formula is to list all the k! different ways to linearly

order (i.e., permute) k distinct elements, one ordering per row. Then draw vertical

lines representing the boxes with the given occupation number θi in the ith box as

illustrated in Figure 6.1.

Figure 6.1: Arbitrary placement of vertical lines representing occupation numbers.

Thus there are k! ways to distribute the balls between the boxes with the given

occupation numbers θ1, ..., θn paying attention to the ordering within each box. This

seems counterintuitive at first since k! does not take into account the occupation

numbers θ1, ..., θn but looking at the figure makes it clear that it doesn’t matter what

the specific occupation numbers are as long as
∑n

i=1 θi = k. But we do not distinguish

between different orderings within each box so we need to divide by θi! for i = 1, ..., n

to obtain the number of different ways to distribute k balls between n boxes with the

given occupation numbers θ1, ..., θn disregarding the ordering within each box. That

yields the: (
k

θ1,...,θn

)
= k!

θ1!...θn!

Multinomial coeffi cient.

If we assume that all the nk ways of distributing the balls (particles) between the

boxes (states) are equiprobable, then the probability of having a distribution with

the given occupation numbers is:

PrMB (θ1, ..., θn) =
( k
θ1,...,θn

)
nk

=
k!

θ1!...θn!

nk

Maxwell-Boltzmann distribution.
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In terms of the vector space ℘
(
Uk
)

= ℘

(
U × ...× U

k times

)
, the dimension is

∣∣∣∣U × ...× U
k times

∣∣∣∣ =

nk and each basis vector {(u1, ..., uk)} ∈ Uk is equiprobable. The set of basis vectors

giving the occupation numbers θ1, ..., θn has the cardinality
(

k
θ1,...,θn

)
= k!

θ1!...θn!
so the

calculation of the probability in the MB distribution is a classical # favorable cases
# total cases .

Classically, there is no formation of new states by superposition so the subsets

in ℘
(
Uk
)
are just classical collections of cases, not new states. In terms of density

matrices, the classical collection of decohered or decomposed states is represented

by a diagonal nk × nk density matrix. In the quantum case of QM/sets, the same

mathematical subsets in ℘
(
Uk
)
may be interpreted not just as a collections of basis

(eigen-)states but as a new type of state, the superposition of the states in the collec-

tion. They are represented by density matrices with non-zero off-diagonal elements

representing the cohering together of the corresponding diagonal elements in a super-

position. The consideration of those new quantum superposition states brings us to

the Bose-Einstein (BE) distribution.

In the quantum context, the balls or particles are indistinguishable or "identi-

cal." Mathematically, this means that the physical state must be identical under any

permutation of the balls. One can still consider occupation numbers for the boxes,

but, unlike the MB case, "different" sets of θi balls in the ith box are not considered

different. All that counts is the number of balls in each box so we need to compute

the number of sets of occupation numbers:

θ1, θ2, ..., θn where
∑n

i=1 θi = k.

To do that, we first compute the number of ways to distribute k balls among n

boxes paying attention to the order of the balls in each box.

• First ball: n choices = n boxes;

• Second ball: n − 1 empty boxes plus before or after the first ball in whatever

box it was in = n+ 1 choices;

• Each placed ball adds another choice: before or after it as illustrated in Figure
6.2.
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Figure 6.2: Each placed ball creates one additional place for the next ball.

The number of ways to distribute the balls paying attention to the order within

each box is thus the:

〈n〉k = n (n+ 1) ...(n+ (k − 1)) (k times)

Rising factorial.

The linear ordering of the balls in each box treats them as distinguishable, but in-

distinguishability requires that all the permutations keeping the number of balls in

each box the same give the same set of occupation numbers so we divide by k!, the

number of ways to permute the balls to get:〈
n
k

〉
=
〈n〉k
k!

= n(n+1)...(n+k−1)
k!

[alt. notation:
((
n
k

))
]

Number of sets of occupation numbers θ1, θ2, ..., θn where
∑n

i=1 θi = k.

The next step is to associate an invariant vector in ℘
(
Uk
)
with each set of occu-

pation numbers so those vectors will span "the bosonic subspace" of ℘
(
Uk
)
.

These balls-in-boxes distribution problems can also be seen as occupancy problems.

A distribution of balls to boxes can be defined as a function f : {balls} → {boxes} so
f (i) = c means the ith ball is distributed to the box (or state) c. For the occupancy

interpretation, we describe the same information by considering a "word" of k letters,

an ordered k-tuple, with f (i) in the ith position:

(f (1) , f (2) , ..., f (k)) (k-tuple)

Occupancy form of the distribution f : {balls} → {boxes}.

For instance, in the case of U = {a, b, c} and k = 2, the set of occupation num-

bers (1, 1, 0) describing a distribution between the a, b, and c boxes respectively

is restated in occupancy form as: (a, b) ∈ U × U or, in terms of subset-vectors,

{(a, b)} ∈ ℘ (U × U).

There are two ways to construct an invariant-under-permutations vector from the

occupancy k-tuple (f (1) , f (2) , ..., f (k)): allowing or not allowing repetitions.

• Without repetitions: All that is retained in the subset/vectors in ℘
(
Uk
)
from

the permutations of the singleton {(f (1) , f (2) , ..., f (k))} are the distinct ones
ignoring repetitions, and the balls/particles with those basis-vectors/eigenstates

are called bosons;
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• With repetitions: All permutations of (f (1) , f (2) , ..., f (k)) are put into a sub-

set/vector in ℘
(
Uk
)
where repetitions will give cancellations (since set addition

is mod(2)), and balls/particles with those (non-zero) basis-vectors/eigenstates

are called fermions.

The bosonic basis-vectors are the minimal (i.e., ignoring repetitions) invariant-

under-permutations version of the occupancy k-tuples, e.g., {(a, b)} becomes {(a, b) , (b, a)}.
For occupation numbers with repetitions such as (0, 2, 0), the occupancy form is

{(b, b)} is already invariant under any permutation, i.e., under any transposition (since
all permutations are the product of transpositions). The minimal invariant vectors

constructed from the occupancy forms are in one-to-one correspondence with the

sets of occupation numbers, and those vectors are the basis for the bosonic subspace

VBE ⊆ ℘
(
Uk
)
with dimension dim (VBE) =

〈
n
k

〉
= n(n+1)...(n+k−1)

k!
.

The transition from occupation numbers to bosonic basis vectors is illustrated

in Table 6.1 with representative cases for 3 ball-bosons and 4 boxes or states with

U = {a, b, c, d} where (a, b, c) is shortened to (abc).

Occup. #
∑

σ∈S(k) {σ(f (1) , f (2) , ..., f (k))} no repetitions
(1, 1, 1, 0) {(abc) , (acb) , (bac) , (bca) , (cab) , (cba)}
(1, 1, 0, 1) {(abd) , (adb) , (bad) , (bda) , (dab) , (dba)}
(2, 1, 0, 0) {(aab) , (aba) , (baa)}
(0, 2, 1, 0) {(bbc) , (bcb) , (cbb)}
(3, 0, 0, 0) {(aaa)}
(0, 0, 3, 0) {(ccc)}

Table 6.1: Generation of permutations of occupancy k-tuple without repetitions

(not all possibilities listed).

Taking each basis vector for VBE as being equiprobable,

PrBE (θ1, ..., θn) = 1

〈nk〉
= k!

n(n+1)...(n+k−1)

Probability k bosons in state (θ1, ..., θn).

Number of nk basis vectors of ℘
(
Uk
)
in each BE basis vector is given by the multino-

mial coeffi cient. For instance, the number of triples included in the basis vector cor-

responding to (1, 1, 1, 0), i.e., {(abc) , (acb) , (bac) , (bca) , (cab) , (cba)}, is:
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(
k

θ1,...,θn

)
= k!

θ1!...θn!
= 3!

1!1!1!0!
= 6.

In MB statistics, the probability of getting that set (1, 1, 1, 0) of occupation numbers

is
(

k
θ1,...,θn

)
/nk = 6/43 = 6/64 = 3/32 which is the same as the probability of the event

{(abc) , (acb) , (bac) , (bca) , (cab) , (cba)} occurring.
But in BE statistics, that "event" is one basis vector among

〈
n
k

〉
= n(n+1)...(n+k−1)

k!
=

4(5)(6)
3!

= 20 basis vectors so its probability is 1
20

= 8
160

< 15
160

= 3
32
, which shows that

bosons "don’t like to be separated into different states" compared to classical particles.

In Hermann Weyl’s treatment [68], he assumed two identical (indistinguishable)

particles which he artificially label "Mike" and "Ike." Each particle can be in one of

three eigenstates A, B, and C so the single particle state space ℘ (U) is generated

by U = {A,B,C} and thus the space of two-particle states is generated by the nine
basis elements in ℘(U × U) = ℘ ({A,B,C} × {A,B,C}).

We define an equivalence relation on the nine basis elements where each ordered

pair is equivalent to the one where Mike and Ike are permuted. There are the following

six equivalence classes on the basis elements. If we take the basis set U × U as

the sample space with each pair as being equiprobable, then the probability of the

equivalence classes is the Maxwell-Boltzmann distribution illustrated in Table 6.2.

Equivalence classes under permutation M-B

{(A,B) , (B,A)} 2
9

{(A,C) , (C,A)} 2
9

{(B,C) , (C,B)} 2
9

{(A,A)} 1
9

{(B,B)} 1
9

{(C,C)} 1
9

Table 6.2: Maxwell-Boltzmann distribution.

In quantum mechanics, it is often said that the result obtained after permuting

the particles is "indistinguishable" from the prior state, but that is also true for clas-

sical particles. It would be more accurate to say that the result in the quantum case

is identical when the artificially labeled particles are permuted. In other words, what

is classically seen as an equivalence class of numerically-distinct states obtained by

permutations should really be seen in the quantum case as one "indefinite" superpo-

sition state that is identical under permutation. In that case, the sample space has
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six indefinite entities which we may take as equiprobable to obtain the Bose-Einstein

distribution as illustrated in Table 6.3 and they span a six-dimensional subspace VBE
of the nine-dimensional ℘ (U × U).

Six indefinite states B-E

{(A,B) , (B,A)} 1
6

{(A,C) , (C,A)} 1
6

{(B,C) , (C,B)} 1
6

{(A,A)} 1
6

{(B,B)} 1
6

{(C,C)} 1
6

Table 6.3: Bose-Einstein distribution.

It may be useful to develop an imagery to distinguish between an equivalence class

that is the same, i.e., invariant, under a certain group operations like permutations and

an indefinite element that is identical under such permutations. Consider an isosceles

triangle with labeled angles and sides, and consider the reflection that interchanges

the two equal sides and angles as shown in Figure 6.3.

Figure 6.3: Reflection on A− a axis of isosceles triangle.

Then under that reflection operation, there is the equivalence class as pictured in

Figure 6.4 that is closed or invariant under that reflection on a− A-axis operation.
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Figure 6.4: Equivalence class of definite triangles symmetric under reflection.

That equivalence class should be thought of as classical imagery—like what is repre-

sented by the diagonal density matrices. The quantum version is where the differences

or distinctions between the two triangles are ‘cohered’or rendered indefinite as in-

dicated by non-zero off-diagonal elements in a density matrix—which might then be

rendered definite in one way or the other by an appropriate measurement. With the

differences still indefinite, then the reflection operation is the identity operation which

might be imaged in Figure 6.5.

Figure 6.5: Indefinite triangle identical under reflection.

In the classical MB case, the pair of permutation-symmetric states {(A,B) , (B,A)}
should be thought of as like the equivalence class of the reflection-symmetric triangles.

In the quantum BE case, the state {(A,B) , (B,A)} should be thought of as the single
indefinite superposition state where permutation is identity. Instead of being the set

of two states where one state is with Mike in state A with Ike in state B, or the

reverse state, it is the one superposition state where one particle is in state A and the

other particle is in state B.

In enumerative combinatorial theory, there is a basic distinction between allowing

repetitions and not allowing repetitions. We have been implicitly not allowing repeti-

tions so that applying the Mike-Ike permutation to (A,A) since we only listed it once

to obtain the above six B-E states.

A set of occupation numbers (θ1, ..., θn) where
∑n

i=1 θi = k, is given by any dis-

tribution f : {balls} → {boxes} such that
∣∣f−1 (ith box)∣∣ = θi for i = 1, ..., n. The

occupancy version of the distribution is (f (1) , f (2) , ..., f (k)) and the minimal (ig-

noring repetitions) invariant-under-transpositions (of balls/particles) gives the cor-

responding BE basis vector. The Fermi-Dirac way to construct a vector in ℘
(
Uk
)
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from the k-tuple (f (1) , f (2) , ..., f (k)) ∈ Uk is to take the set of all k! permutations

allowing repetitions: (where S (k) is the symmetric group of all permutations of a set

of k elements) ∑
σ∈S(k) {σ(f (1) , f (2) , ..., f (k))}.

Recall that set-addition is addition of subsets mod (2) where −1 = +1. For any set

of occupation numbers where some 1 < θi, then there is a repeating box/state, say

f (j) = f (j′), so the occupancy k-tuple has the form: (f (1) , ..., f (j) , ..., f (j′) , ..., f (k)).

Hence in the sum over all permutations, we have for the transposition of the j and j′

term:

{(f (1) , ..., f (j) , ..., f (j′) , ..., f (k))}+ {(f (1) , ..., f (j′) , ..., f (j) , ..., f (k))} = 0.

For any set of occupation numbers with some θi ≥ 2, the corresponding Fermi-Dirac

vector contains θi! copies of the same k-tuple which will cancel since θi! is an even

number. In contrast, the Bose-Einstein way to construct the basis vectors was to keep

one representative of each k-tuple that arises (no repetition) instead of letting pairs

cancel out.

The cases where each θi is 0 or 1 give nonzero vectors
∑

σ∈S(k) {σ(f (1) , f (2) , ..., f (k))} ∈
℘
(
Uk
)
which are the FD basis vectors for the fermionic subspace VFD ⊆ ℘

(
Uk
)
. Thus

each FD basis vector corresponds to a k-element subset of the n boxes/states since

the sum of the θi = 1 has to be k:(
n
k

)
= n(n−1)...(n−k+1)

k!

Number of FD basis vectors = dimension of VFD.

For the previous example where k = 3 and n = 4, the Fermi-Dirac construction

of the corresponding vector
∑

σ∈S(k) {σ(f (1) , f (2) , ..., f (k))} is as follows in Table
6.4 for some representative cases:

Occup. #
∑

σ∈S(k) {σ(f (1) , f (2) , ..., f (k))} with repetitions
(1, 1, 1, 0) {(abc) , (acb) , (bac) , (bca) , (cab) , (cba)}
(1, 1, 0, 1) {(abd) , (adb) , (bad) , (bda) , (dab) , (dba)}
(2, 1, 0, 0) {(aab) , (aba) , (aab) , (aba) , (baa) , (baa)} = 0

(0, 2, 1, 0) {(bbc) , (bcb) , (bbc) , (bcb) , (cbb) , (cbb)} = 0

(3, 0, 0, 0) {(aaa) , (aaa) , (aaa) , (aaa) , (aaa) , (aaa)} = 0

(0, 0, 3, 0) {(ccc) , (ccc) , (ccc) , (ccc) , (ccc) , (ccc)} = 0

Table 6.4: Generation of permutations of occupancy k-tuple with repetitions.
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Taking each basis vector for VFD as being equiprobable,

PrFD (θ1, ..., θn) = 1

(nk)
= k!

n(n−1)...(n−k+1)

Probability k fermions in state (θ1, ..., θn) where each θi = 1 or 0.

Note that while we have developed the Maxwell-Boltzmann, Bose-Einstein, and

Fermi-Dirac statistics in the context of the QM/sets model and the different basis sets

for the respective subspaces of ℘
(
Uk
)
, the results are the correct statistics (not some

toy version)—just as the probability calculus of the QM/sets model is the classical

finite probability calculus with the "non-commutative" difference that each basis set

{{u}}u∈U for Zn2 gives a calculus that computes probabilities in ℘ (U) ∼= Zn2 .
In the simple model of two particle-balls and three boxes or states, by allowing

repetitions, we get another (A,A) in the superposition state {(A,A) , (A,A)} = 0.

Thus allowing repetitions gives only
(
3
2

)
= 3 non-zero indefinite states which form the

sample space of equiprobable points for the Fermi-Dirac distribution and which span

a three-dimensional subspace VFD of the nine-dimensional ℘ (U × U) as illustrated in

Table 6.5.

Three indefinite states F-D

{(A,B) , (B,A)} 1
3

{(A,C) , (C,A)} 1
3

{(B,C) , (C,B)} 1
3

{(A,A) , (A,A)} = 0 0

{(B,B) , (B,B)} = 0 0

{(C,C) , (C,C)} = 0 0

Table 6.5: Fermi-Dirac distribution.

Since these computations in QM/Sets are essentially combinatorial, the boson-

fermion distinction illustrates on "the combinatorial level, the duality between... balls

into boxes (subject to certain conditions) not allowing repetitions or allowing repeti-

tions." [58, p. 295] When repetitions are allowed (so they cancel out), then the Pauli

exclusion principle is a consequence of addition mod 2 whereas in QM/C, it is a con-
sequence of treating transpositions as being antisymmetric, i.e., transpositions that

change the sign.

All the (non-zero) FD basis vectors are also BE basis vectors so VFD ⊆ VBE and

the two corresponding dimensions are (for 1 < k):
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dim (VFD) =
(
n
k

)
= n(n−1)...(n−k+1)

k!
< n(n+1)...(n+k−1)

k!
=
〈
n
k

〉
= dim (VBE).

Putting each fermion-ball into a box/state takes away that box as a choice for the

next fermion to be distributed, while putting a boson-ball into a box/state adds a

choice (before or after that boson) for the next boson to be distributed, and then,

in both cases, the division by k! (to cancel out the ordering of choices) computes

the respective number of basis vectors. The difference between the two dimensions is

given by the difference between the falling factorial n (n− 1) ...(n− k + 1) (k terms)

and the rising factorial n (n+ 1) ...(n + k − 1) (k terms). This analogy between the

two enumerations is obscured in the standard combinatorics texts that represent

the "number of k-combinations with repetition of n distinct things" as the binomial

coeffi cient:(
n+k−1

k

)
= (n+k−1)!

k!(n−1)! = (n−1)!n(n+1)...(n+k−1)
k!(n−1)! = n(n+1)...(n+k−1)

k!
=
〈
n
k

〉
=
((
n
k

))
.

From the QM/sets or combinatorial viewpoint, the difference between bosons and

fermions arises from the difference between counting with repetition and without

repetition (closely related to sampling with or without replacement). Moreover, this

shows up in "the reciprocity between
(
n
k

)
and

((
n
k

))
" [58, p. 295] which are the respec-

tive dimensions of the Fermi-Dirac subspace VFD and Bose-Einstein subspace VBE of

℘
(
Uk
)
. Recall

((
n
k

))
is alternative notation for n(n+1)...(n+k−1)

k!
=
〈
n
k

〉
= dim (VBE).

Example: The simplest intuitive example is that k = 2 particles and n = 2 states

U = {h, t} like two coins with heads and tails as the states. What is the probability
that one "coin" will be "heads" and the other "tails"?

• Classical coins: PrMB ({(h, t) , (t, h)}) = |{(h,t),(t,h)}|
dim(U×U) =

( k
θ1,...,θn

)
nk

=
k!

θ1!...θn!

nk
= 2

4
=

1
2
.

• Boson coins: PrBE ({(h, t) , (t, h)}) = |{(h,t),(t,h)}|
dimVBE

= k!
n(n+1)...(n+k−1) = 2

2(3)
= 1

3
.

• Fermion coins: PrFD ({(h, t) , (t, h)}) = |{(h,t),(t,h)}|
dimVFD

= k!
n(n−1)...(n−k+1) = 2

2(1)
= 1.

The fermion coins have to be in different states (i.e., with probability 1) which il-

lustrates the Pauli exclusion principle in QM/sets. The three bosonic basis vectors are

{(h, t) , (t, h)},{(h, h)}, and{(t, t)} ∈ ℘ (U × U) so the probability that two bosonic

coins are in the same state is 2
3
in comparison with the classical 1

2
which illustrates in

QM/sets the "social" tendency of bosons to "want" to be in the same state.
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What is the key difference between the classical and quantum cases? Many texts

loosely say we cannot distinguish between, say, two electrons in an atom but the

same could be said of two electrons in a classical model of an atom. That is, one can

easily consider two classical objects so that we could not distinguish the two cases

where they were permuted. Yet the original and permuted case still count separately

in the Maxwell-Boltzmann distribution. The real difference is in the quantum notion

of superposition so that {(h, t)} + {(t, h)} = {(h, t) , (t, h)} is one case (recall the
density matrix with off-diagonal elements or the isosceles triangle with the equal

sides rendered indefinite), not just two classical cases {(h, t)} and {(t, h)} (recall the
diagonal density matrix or the equivalence class of two isosceles triangles symmetric

under reflection) which are indistinguishable (when we can’t classically distinguish

between the first and second coin). The creation of one case by superposition is the

point, not indistinguishability per se.

7 Group representation theory with sets and vec-

tor spaces

7.1 Group representations define partitions

We have seen how the non-zero off-diagonal terms in a density matrix are ‘coher-

ences’indicating indistinctness. Group representations provide another mathemati-

cal way to indicate indistinctness as ‘symmetry.’Given a set G indexing mappings

{Rg : U → U}g∈G on a set U , what are the conditions on the set of mappings so that
it is a set representation of a group? Define the binary relation on U × U :

u ∼ u′ if ∃g ∈ G such that Rg (u) = u′.

Then the conditions that make R into a group representation are the conditions that

imply u ∼ u′ is an equivalence relation:

1. existence of the identity 1U ∈ U implies reflexivity of ∼;

2. existence of inverses implies symmetry of ∼; and

3. closure under products, i.e., for g, g′ ∈ G, ∃g′′ ∈ G such that Rg′′ = Rg′Rg,

implies transitivity of ∼.
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Hence a set representation of a group might be seen as a "dynamic" way to define

an equivalence relation and thus a partition on the set.[9] A symmetry group defines

indistinctions. For instance, if linear translations form a symmetry group for a quan-

tum system, then the system behavior before a linear translation is indistinct from

the behavior of the translated system. Given this intimate connection between groups

and partitions, it is then no surprise that group representation theory has a basic role

to play in quantum mechanics and in the partition-based objective indefiniteness or

literal interpretation of QM.

7.2 Where do the fully distinct eigen-alternatives come from?

In classical mechanics, the role of symmetry groups is to establish invariances, e.g.,

Noether’s Theorem. But in quantum mechanics, the spaces satisfy the superposi-

tion principle (i.e., objectively indefinite superpositions) and that allows symmetry

groups and group representation theory to play a much more fundamental role than

simply the role of accounting for invariants in classical mechanics. What is that more

fundamental role that goes beyond symmetry-induced invariance? The more funda-

mental role is to determine—within the constraints of the symmetries—what are all the

maximally distinct eigen-alternatives.

In a quantum state space, we are given the observable with its distinct eigenstates

so the indefinite states are linear combinations of those eigenstates. But how is the

observable with the range of distinct eigen-alternatives determined?

In the set case, we are given the universe U of distinct eigen-alternatives u ∈
U , and then the indistinct entities are the subsets such as the blocks B ∈ π in a

partition of U . A "measurement" is some distinction-making operation that reduces

an indistinct state B down to a more distinct state B′ ⊆ B or, in the nondegenerate

case, to a fully distinct singleton {u} for some u ∈ B. But where do the fully distinct
elements come from?

The basic idea is that a symmetry group defines indistinctions, so what are all

the ways that there can be distinct eigen-elements that are consistent with those

indistinctions? In a representation of a group by permutations on a set U , the answer

is:

distinct eigen-elements consistent with symmetry group ≈ orbits of group
representation.
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Two elements of U inside the same orbit cannot be considered distinct in a way con-

sistent with the indistinction-making action of the group since they are, by definition,

mapped from one to the other by an "indistinction-making" symmetry group opera-

tion. Hence the maximally distinct subsets—consistent with the indistinction-making

symmetries—are the minimal invariant subsets, the orbits in the set case. That is how

the partition ideas mesh with group representation theory. First we consider the set

version, and then we lift to the vector space version of group representation theory.

Let U be a set and S (U) the group of all permutations of U . Then a set representa-

tion of a group G is an assignment R : G→ S (U) where for g ∈ G, g 7−→ Rg ∈ S (U)

such that R1 is the identity on U and for any g, g′ ∈ G, Rg′Rg = Rg′g. Equivalently, a

group action is a binary operation G×U → U such that 1u = u and g′ (gu) = (g′g)u

for all u ∈ U .
Defining u ∼ u′ if ∃g ∈ G such that Rg (u) = u′ [or gu = u′ using the group

action notation], then, as previously noted, the properties of a group imply that ∼
is an equivalence relation on U where the blocks are called the orbits and the orbit-

partition of U is Orbits.

How are the ultimate distinct eigen-alternatives, the distinct "eigen-forms" of

"substance," defined in the set case? Instead of just assuming U as the set of eigen-

alternatives, we start with U as the carrier for a set representation of the group G

as a group of symmetries. What are the smallest subsets (forming the blocks B in a

set partition) that respect the symmetries, i.e., that are invariant in the sense that

Rg(B) ⊆ B for all g ∈ G? Those minimal invariant subsets are the orbits, and all

invariant subsets are unions of orbits. Thus the orbits, thought of as points in the

quotient set U/G ∼= Orbits (set of orbits), are the eigen-alternatives, the "eigen-forms"

of "substance," defined by the symmetry group G in the set case.

Example 1: Let U = {0, 1, 2, 3, 4, 5} and let G = S2 = {1, σ} (symmetric group
on two elements) where R1 = 1U and Rσ(u) = u+ 3 mod 6 as shown in Figure 7.1.

Figure 7.1: Action of S2 on U = {0, 1, 2, 3, 4, 5}.
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There are 3 orbits: {0, 3} , {1, 4}, and {2, 5}, and they partition U . Those three or-
bits are the points in the quotient set U/G, i.e., they are the distinct eigen-alternatives

defined by the symmetry group’s S2 action on U .

The set concepts "lift" to vector space concepts. A vector space representation of

a group G on a vector space V is a mapping g 7−→ Rg : V → V from G to invertible

linear transformations on V such that Rg′Rg = Rg′g.

The lifts to the vector space representations of groups are;

• minimal invariant subsets = orbits
Lifts−→ minimal invariant subspaces = irre-

ducible subspaces,

• representation restricted to orbits Lifts−→ representation restricted to irreducible

subspaces which gives the irreducible representations (the eigen-forms of "sub-

stance" in the vector space case), and

• set partition of orbits Lifts−→ vector space partition, i.e., direct-sum decomposition,

of irreducible subspaces.

In Heisenberg’s philosophical terms, the irreducible representations of certain sym-

metry groups of particle physics determine the fundamental eigen-forms that the

substance (energy) can take.

The elementary particles are therefore the fundamental forms that the

substance energy must take in order to become matter, and these basic

forms must in some way be determined by a fundamental law expressible

in mathematical terms. ... The real conceptual core of the fundamental law

must, however, be formed by the mathematical properties of the symmetry

it represents.[35, pp. 16-7]

The "irreducible representations" in the set case are just the restrictions of the

representation to the orbits, e.g., R � {0, 3} : S2 → S ({0, 3}), as their carriers. A
set representation is said to be transitive, if for any u, u′ ∈ U , ∃g ∈ G such that

Rg (u) = u′. A transitive set representation has only one orbit, all of U . Any set

"irreducible representation" is transitive.

We are accustomed to thinking of some distinction-making operation as reducing

a whole partition to a more refined partition, and thus breaking up a block B into
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distinguishable non-overlapping subsets B′, B′′, ... ⊆ B. Now we are working at the

more basic level of determining the distinct eigen-alternatives, i.e., the orbits of a set

representation of a symmetry group. Here we might also consider how distinctions

are made to move to a more refined partition of orbits. Since the group operations

identify elements, u ∼ u′ if ∃g ∈ G such that Rg (u) = u′, we would further distinguish

elements by moving to a subgroup, i.e., fewer group elements making indistinctions so

more distinctions in maximally distinct eigen-alternatives. The symmetry operations

in the larger group are "broken," so the remaining group of symmetries is a subgroup.

That is how symmetry-breaking ([13]; [48]) is accounted for in this interpretation.

Example 1 revisited: the group S2 has only one subgroup, the trivial subgroup
of the identity operation, and its orbits are clearly the singletons {u} for u ∈ U .

That is the simplest example of symmetry-breaking that gives a more distinct set of

eigen-alternatives.

In any set representation, the maximum distinctions are made by the smallest

symmetry subgroup which is always the identity subgroup, so that is always the

waste case that takes us back to the singleton orbits in U which form the discrete

partition on U .

Thus we see that symmetry-breaking is analogous to distinction-making measure-

ment but at this more fundamental level where the distinct eigen-forms (orbits in the

orbit-partition) are determined in the first place by symmetry operations.

7.3 Attributes and observables

An attribute on a set U is a function f : U → R. An attribute induces a set partition
{f−1(r)}r∈f(U) on U . An attribute f : U → R commutes with a set representation
R : G → S (U) if for any Rg, the following diagram commutes in the sense that

fRg = f :

U
Rg−→ U

↘f ↓f

R
Commuting attribute.

The lifts to vector space representations are immediate:

• a real-valued attribute on a set Lifts−→ an observable represented by a Hermitian

operator on a complex vector space; and
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• the commutativity condition on a set-attribute Lifts−→ an observable operator H

(like the Hamiltonian) commuting with a symmetry group in the sense that

HRg = RgH for all g ∈ G.

The commutativity-condition in the set case means that whenever Rg (u) = u′

then f (u) = f (u′), i.e., that f is an invariant of the group. Recall that each orbit

of a set representation is transitive so for any u, u′ in the same orbit, ∃Rg such that

Rg (u) = u′ so f (u) = f (u′) for any two u, u′ in the same orbit. In other words:

Schur’s Lemma (set version): a commuting attribute restricted to an orbit is
constant.

The lift to vector space representations is one version of the usual

Schur’s Lemma (vector space version): An operator H commuting with G re-

stricted to an irreducible subspace is a constant operator.

This also means that the inverse-image partition {f−1 (r)} of a commuting at-
tribute is refined by the orbit partition. If an orbit B ⊆ f−1 (r), then the eigenvalue r

of the attribute f is associated with that orbit. Every commuting attribute f : U → R
can be uniquely expressed as a spectral decomposition:

f =
∑

B∈Orbits rBχB,

where rB is the constant value on the orbit B ⊆ U and χB : U → R is the character-
istic function of the orbit B.

There may be other orbits with the same f -value. Then we would need another

commuting attribute g : U → R so that for each orbit B, there is an eigenvalue

s of the attribute g such that B ⊆ g−1 (s). Then the eigen-alternative B may be

characterized by the ordered pair |r, s〉 if B = f−1 (r) ∩ g−1 (s). If not, we continue

until we have a Complete Set of Commuting Attributes (CSCA) whose ordered n-

tuples of eigenvalues would characterize the eigen-alternatives, the orbits of the set

representation R : G→ S (U).

Obviously, we are just spelling out the set version whose lift is the use of a Com-

plete Set of Commuting Operators (CSCO) to characterize the eigenstates by kets of

ordered n-tuples |λ, µ, ...〉 of eigenvalues of the commuting operators. But these eigen-
states are not the singletons {u} but are the maximally distinct invariant subsets or
orbits of the set representation of the symmetry group G. The basic theme is that the

indefinite elements are distinguished to form more definite entities by the distinctions

made by the joins of the inverse-image partitions of compatible attributes.
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Example 1 again: Consider the attribute f : U = {0, 1, 2, 3, 4, 5} → R where
f (n) = n mod 3. This attribute commutes with the previous set representation of

S2, namely R1 = 1U and Rσ(u) = u + 3 mod 6, and accordingly by Schur’s Lemma

(set version), the attribute is constant on each orbit {0, 3} , {1, 4}, and {2, 5}. In this
case, the blocks of the inverse-image partition {f−1 (0) , f−1 (1) , f−1 (2)} equal the
blocks of the orbit partition, so this attribute is the set version of a nondegenerate

measurement in that its eigenvalues suffi ce to characterize the eigen-alternatives, i.e.,

the orbits. By itself, it forms a complete set of attributes.

Example 2: Let U = {0, 1, ..., 11} where S2 = {1, σ} is represented by the opera-
tionsR1 = 1U andRσ (n) = n+6 mod (12). Then the orbits are {0, 6} , {1, 7} , {2, 8} , {3, 9} , {4, 10} ,
and {5, 11}. Consider the attribute f : U → R where f (n) = n mod (2). This

attribute commutes with the symmetry group and is thus constant on the orbits.

But the blocks in the inverse-image partition are now larger than the orbits, i.e.,

f−1 (0) = {0, 2, 4, 6, 8, 10} and f−1 (1) = {1, 3, 5, 7, 9, 11} so the orbit partition strictly
refines {f−1 (r)}. Thus this attribute corresponds to a degenerate measurement in that
the two eigenvalues do not suffi ce to characterize the orbits.

Consider the attribute g : U → R where g (n) = n mod (3). This attribute com-

mutes with the symmetry group and is thus constant on the orbits. The blocks in

the inverse-image partition are: g−1 (0) = {0, 3, 6, 9}, g−1 (1) = {1, 4, 7, 10}, and
g−1 (2) = {2, 5, 8, 11}. The blocks in the join of the two partitions {f−1 (r)} and
{g−1 (s)} are the non-empty intersections of the blocks as shown in Table 7.1.

f−1 (r) g−1 (s) f−1 (r) ∩ g−1 (s) |r, s〉
{0, 2, 4, 6, 8, 10} {0, 3, 6, 9} {0, 6} |0, 0〉
{0, 2, 4, 6, 8, 10} {1, 4, 7, 10} {4, 10} |0, 1〉
{0, 2, 4, 6, 8, 10} {2, 5, 8, 11} {2, 8} |0, 2〉
{1, 3, 5, 7, 9, 11} {0, 3, 6, 9} {3, 9} |1, 0〉
{1, 3, 5, 7, 9, 11} {1, 4, 7, 10} {1, 7} |1, 1〉
{1, 3, 5, 7, 9, 11} {2, 5, 8, 11} {5, 11} |1, 2〉

Table 7.1: f and g as a complete set of commuting attributes.

Thus f and g form a Complete Set of Commuting Attributes to characterize the

eigen-alternatives, the orbits, by the kets of ordered pairs of their eigenvalues.

Example 3: Let U = R2 as a set and let G be the special orthogonal matrix

group SO (2,R) of matrices of the form;
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[
cosϕ − sinϕ

sinϕ cosϕ

]
for 0 ≤ ϕ < 2π.

This group is trivially represented by the rotations in U = R2:[
x′

y′

]
=

[
cosϕ − sinϕ

sinϕ cosϕ

][
x

y

]
.

The orbits are the circular orbits around the origin. The attribute "radius" f : R2 → R
where f (x, y) =

√
x2 + y2 commutes with the representation since:

f (x′, y′) =
√

(x′)2 + (y′)2

=
√

(x cosϕ− y sinϕ)2 + (x sinϕ+ y cosϕ)2

=
√
x2
(
cos2 ϕ+ sin2 ϕ

)
+ y2

(
cos2 ϕ+ sin2 ϕ

)
= f (x, y).

That means that "radius" is an invariant of the rotation symmetry group. The blocks

in the set partition {f−1 (r) : 0 ≤ r} of R2 coincide with the orbits so the eigenvalues
of the radius attribute suffi ce to characterize the orbits.

Example 4: The Cayley set representation of any group G is given by permu-

tations on U = G itself defined by Rg(g
′) = gg′, which is also called the left regular

representation. Given any g, g′ ∈ G, Rg′g−1 (g) = g′ so the Cayley representation is

always transitive, i.e., has only one orbit consisting of all of U = G. Since any com-

muting attribute f : U = G→ R is constant on each orbit, it can only be a constant
function such as χG.

Thus the Cayley set representation is rather simple, but we could break some

symmetry by considering a proper subgroup H ⊆ G. Then using only the Rh for

h ∈ H, we have a representation H → S (G). The orbit-defining equivalence relation

is g ∼ g′ if ∃h ∈ H such that hg = g′, i.e., the orbits are the right cosets Hg.

The linearization program from set representations to vector space representations

is summarized in Table 7.2 and will be illustrated in the next section.

88



Sets to Vector

Spaces

Set representations of

groups

Vector space (C) representations of
groups

Representation GroupG represented by per-

muations Rg : U → U

Group G represented by invertible

linear ops: Rg : V → V

Min. Invari-

ants

Orbits Irreducible subspaces

Partitions Set partitions of orbits Direct-sum decomposition of irre-

ducible subspaces

Irreducible

reps

Reps restricted to orbits Reps restricted to irreducible sub-

spaces

Commuting

with rep.

Attribute f : U → R com-

muting with rep., i.e. fRg =

f for all Rg

OperatorH commuting with all Rg,

i.e., HRg = RgH

Invariants Inverse-images f−1(r) for

commuting f are invariant

Eigenspaces of commutingH are in-

variant

Schur’s

Lemma

Commuting f restricted to

orbit is constant

Commuting H restricted to irre-

ducible subspace is constant

Table 7.2: Linearizing set concepts to vector space concepts.

7.4 Irreps of vector space representations

Our conceptual purpose here is to describe how group representation theory, the set

version or the lift to vector spaces, answers the question of determining the form of the

distinct eigen-alternatives. Given a group of symmetries acting on a set or on a vector

space, what are the most distinct subsets or subspaces that satisfy the symmetries?

Those minimal invariant subobjects are the orbits in the set case and the irreducible

subspaces in the vector space case. In each case, those subobjects give the appropriate

type of partition (i.e., a set partition or a vector space partition, i.e., a direct-sum

decomposition). And from partition logic, we know that the way to carve out more

refined alternatives is the join of partitions. We have already illustrated this in the

set case where the inverse-image partitions of a complete set of compatible attributes

were joined so that they characterized the most distinct eigen-forms, the orbits of the

representation. We will illustrate how the same partition methods of CSCOs apply in

the lifted case of vector space representations.
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The distinct eigen-alternatives in the set case (the orbits) cannot show much vari-

ation since there is only the question of an element of the universe set U being in

or out of a subset. That is, viewing a subset S ⊆ U as a vector in Z|U |2 , the coeffi -
cients of each basis vector are only 0 or 1. But when we lift to group representations

over a vector space with C as the base field, then there is much more variation in
distinct eigen-alternatives. And it is that much wider range of maximally-distinct

eigen-forms, the irreducible representations that are the representations restricted to

the irreducible subspaces, that are of such importance in quantum mechanics.

The partition-join method of determining the eigen-forms for vector space rep-

resentations will be illustrated with several simple examples with finite dimensional

vector spaces V . Recall that a vector space representation of a group G is given by

an assignment of an invertible linear operator Rg : V → V to each g ∈ G such that

R1 = 1V and Rg′Rg = Rg′g.

Example 5: The multiplicative group S2 × S2 written additively is the Klein

four-group G = Z2 × Z2 = {(0, 0) , (1, 0) , (0, 1) , (1, 1)}. The complex vector space
{Z2 × Z2 → C} of all complex-valued functions on the four-element set Z2 × Z2 is
the Cayley group space of that group. A basis for the four-dimensional space C4 is
the set of functions |g′〉 which take value 1 on g′ and 0 on the other g ∈ G. Then

the action of the group on this space is defined by Rg (|g′〉) = |g + g′〉 (or |gg′〉 if the
group operation was written multiplicatively). Thus the group action just permutes

the basis vectors in the Cayley group space and would be represented by permutation

matrices. The non-identity operators have the matrices;

R(1,0) =


0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0


(0, 0)

(1, 0)

(0, 1)

(1, 1)

; R(0,1) =


0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0

; R(1,1) =


0 0 0 1

0 0 1 0

0 1 0 0

1 0 0 0

.
Since the group is Abelian, each of these operators can be viewed as an observable H

that commutes with the Rg for g ∈ G, so its eigenspaces will be invariant under the
group operations.

For R(1,0), the invariant eigenspaces with their eigenvalues and generating eigen-

vectors are:
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


1

−1

1

−1

 ,


1

−1

−1

1


↔ λ = −1,




1

1

1

1

 ,


1

1

−1

−1


↔ λ = 1.

For R(0,1), we have:


1

−1

−1

1

 ,


1

1

−1

−1


↔ λ = −1,




1

1

1

1

 ,


1

−1

1

−1


↔ λ = 1.

Since these two operators commute, their eigenspace partitions are compatible

so we can take their join. The blocks of the join are a vector space partition and

are automatically invariant. Since the blocks of the join are one-dimensional, those

four subspaces are also irreducible and thus those two operators form a complete

set of commuting operators (CSCO). The commuting operators always have a set of

simultaneous eigenvectors, and we have arranged the generating eigenvectors of the

eigenspaces so that they are all simultaneous eigenvectors which can, as usual, be

characterized by kets using the respective eigenvalues;
1

1

1

1

 = |1, 1〉;


1

−1

1

−1

 = |−1, 1〉;


1

1

−1

−1

 = |1,−1〉;


1

−1

−1

1

 = |−1,−1〉.

The group representation restricted to these four irreducible subspaces give the

four irreducible representations or irreps of the group. Since any vector can be uniquely

decomposed into the sum of vectors in the irreducible subspaces, the representation

on the whole space can be expressed, in the obvious sense, as the direct sum of the

irreps.

In the set case, moving to smaller invariant subsets by making distinctions gives

more distinct elements, so in the vector space case, moving to smaller invariant sub-

spaces give more distinct alternatives. The minimal invariant subspaces, i.e., the ir-

reducible subspaces, thus give the maximally-distinct invariant subspaces, and the

representation restricted to those subspaces gives the maximally-distinct symmetry-

respecting alternatives, i.e., the irreps.
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This might be illustrated by giving a geometric version of the representation.

Consider a rectangle a
d
b
c under the operations of flipping on the horizontal axis σh :

a
d
b
c 7−→ d

a
c
b and flipping on the vertical axis: σv : a

d
b
c 7−→ b

c
a
d as well as their

composition σhv : a
d
b
c 7−→ c

b
d
a and the identity. This gives the same S2 × S2 group

with the multiplication Table 7.3.

2nd�1st 1 σh σv σhv

1 a
d
b
c

d
a
c
b

b
c
a
d

c
b
d
a

σh
d
a
c
b

a
d
b
c

c
b
d
a

b
c
a
d

σv
b
c
a
d

c
b
d
a

a
d
b
c

d
a
c
b

σhv
c
b
d
a

b
c
a
d

d
a
c
b

a
d
b
c

Table 7.3: Multiplication table for S2 × S2 as symmetry group
resulting from flipping on the horizontal and vertical axes.

Then the basis vectors for the four irreducible subspaces of the Cayley space

(sometimes called the irreducible basis vectors) are given in Table 7.4:

χ1 = a
d
b
c + d

a
c
b + b

c
a
d + c

b
d
a

χ2 = a
d
b
c − d

a
c
b + b

c
a
d − c

b
d
a

χ3 = a
d
b
c + d

a
c
b − b

c
a
d − c

b
d
a

χ4 = a
d
b
c − d

a
c
b − b

c
a
d + c

b
d
a .

Table 7.4: Four irrep basis vectors.

The same information can also be expressed in the character Table 7.5.

a
d
b
c

d
a
c
b

b
c
a
d

c
b
d
a

χ1 1 1 1 1

χ2 1 −1 1 −1

χ3 1 1 −1 −1

χ4 1 −1 −1 1

Table 7.5: Character table for S2 × S2.
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The one-dimensional subspace generated by any one of the vectors is invariant

under the group operations. For instance, if we apply σv to χ3, we get:

Rσv (χ3) = b
c
a
d + c

b
d
a − a

d
b
c − d

a
c
b = −χ3.

These four irrep basis vectors represent the maximally distinct (e.g., mutually

orthogonal) eigen-forms that respect the symmetry operations. Each one is a su-

perposition of the original four basis vectors which were not "symmetry-adapted."

By combining the original basis vectors in this way, we get the maximally distinct

eigen-forms obeying the symmetry group.

We can also use this example to illustrate how the vector space representations, as

opposed to the set representations, generate more variety due to the richer base field.

Instead of the Cayley space, we consider the Cayley set which is just the set G of

group operations which we might represent by the set of four configurations obtained

from the initial configuration a
d
b
c , namely

{
a
d
b
c ,

d
a
c
b ,

b
c
a
d ,

c
b
d
a

}
. Each group operation

such as Rσv acts on these four elements as indicated by the row in the multiplication

table. Thus we have a set representation of the group whose orbits will be the minimal

invariant subsets. But in every Cayley set representation, there is only one orbit since

any element can be mapped to any other element by the action of one of the four

operators, i.e., the Cayley group action is transitive. Thus the only eigen-form we

get from the Cayley set representation of S2 × S2 is the minimal invariant subset

or orbit
{

a
d
b
c ,

d
a
c
b ,

b
c
a
d ,

c
b
d
a

}
which corresponds to χ1 in the Cayley vector space

representation. Thus by working in any base field where +1 6= −1, we immediately

get a richer set of symmetry-adapted eigen-forms in addition to the always-present

χ1.

A key part in the above derivation was the fact each Rg could be treated as an

operator commuting with all the Rg′ for g′ ∈ G since the group was Abelian. A few

extra wrinkles must be added when the group is not Abelian.

Example 6: The smallest non-Abelian group is the symmetric group S3 on three
elements which is isomorphic to D3, the full symmetry group for the equilateral tri-

angle. Starting with the initial configuration
a

b4c, the non-identity symmetries are

(where the "bottom side" of the triangle is "painted dark" so the triangle turns dark

when flipped over and where the vertexes are labeled as in the original configuration
a

b4c when defining the flips):

rotation counterclockwise by 120◦, C3 :
a

b4c 7−→
c

a4b;
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rotation counterclockwise by 240◦, C23 :
a

b4c 7−→
b

c4a;

flip on bisector through vertex a, C(a)2 :
a

b4c 7−→
a

cNb;
flip on bisector through vertex b, C(b)2 :

a

b4c 7−→
c

bNa;
flip on bisector through vertex c, C(c)2 :

a

b4c 7−→
b

aNc.
In the following multiplication table, the column on the left has the inverses of

the elements in the top row so that the identity will always be on the diagonal. The

operations are represented in Table 7.6 by the configuration resulting from applying

the operation to the initial configuration.

2nd\1st I C3 C23 C
(a)
2 C

(b)
2 C

(c)
2

I
a

b4c

c

a4b

b

c4a

a

cNb
c

bNa
b

aNc
C23

b

c4a

a

b4c

c

a4b

c

bNa
b

aNc
a

cNb
C3

c

a4b

b

c4a

a

b4c

b

aNc
a

cNb
c

bNa
C
(a)
2

a

cNb
c

bNa
b

aNc
a

b4c

c

a4b

b

c4a

C
(b)
2

c

bNa
b

aNc
a

cNb
b

c4a

a

b4c

c

a4b

C
(c)
2

b

aNc
a

cNb
c

bNa
c

a4b

b

c4a

a

b4c

Table 7.6: Multiplication table for D3.

Table 7.6 indicates that the group is not Abelian. We form the Cayley space

V = {D3 → C} ∼= C6 with is spanned by the standard basis vectors |g〉 which take the
value 1 on g ∈ D3 and 0 elsewhere. The operators on the Cayley space Rg′ : C6 → C6

are defined by Rg′ : |g〉 7−→ |g′g〉 which permutes the basis vectors.
In the previous example of the Abelian group S2×S2, the next step was to consider

each Rg like an observable that commutes with all the Rg′ of the representation. That

is not possible for a non-Abelian group so we need to construct operators that do

commute with all the group operators and with each other. If we took a subset

C ⊆ {Rg : g ∈ D3}, then the requirement that the subset "commute" with all the
Rg would be RgC = CRg or RgCRg−1 = C. That means for any Rh ∈ C that

RgRhRg−1 ∈ C. If we define a binary relation Rh ∼ Rh′ if RgRhRg−1 = Rh′ then

that conjugacy relation is an equivalence relation, and the equivalence classes are the

conjugacy classes. A conjugacy class can be turned into a single operator by summing

the operators in the class. For a conjugacy class C ⊆ {Rg : g ∈ D3}, let C =
∑

Rg∈C Rg

be the class sum operator of the class.
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A little computation shows that D3 divides up into three conjugacy classes {I}
(always a class by itself), {C3, C23}, and

{
C
(a)
2 , C

(b)
2 , C

(c)
2

}
. If we represent the Rg’s by

their configurations, then the three class sum operators are:

C1 = I =
a

b4c

C2 = C3 + C23 =
c

a4b +
b

c4a

C3 = C
(a)
2 + C

(b)
2 + C

(c)
2 =

a

cNb +
c

bNa +
b

aNc.

Class sum operators

Since the effect of conjugation is only to permute the elements in a conjugacy classes

and thus commute the terms in the class sum, the class sum operators commute with

all the group operations and thus with each other:

RgCi = CiRg and CiCj = CjCi for all g ∈ D3 and i, j = 1, 2, 3.

The class sums are also vectors in the Cayley space V (like
a

cNb +
c

bNa +
b

aNc)
and they are linearly independent since they are sums of disjoint sets of linearly

independent basis vectors. The three-dimensional subspace Vc ⊆ V generated by the

class sums is the class space. In the class space, we are back in the situation of a space

generated by a set of vectors which can also be seen as operators acting on the space,

and those operators commute with each other. And since they commute with each

other, they will determine a set of simultaneous eigenvectors in the usual manner,

and those will be the basis vectors for the irreducible subspaces (of the class space

Vc) that are the carriers for the irreps.

But the action of the class sum operators on the class sum vectors in Vc is not

just a permutation so we need to construct the multiplication Table 7.7 for the class

sum operators. For instance, consider the multiplication:

C2C2 = (C3 + C23)
2

= C23 + 2C3C
2
3 + (C23)

2
= C23 + 2I + C3 = 2C1 + C2.

C1 C2 C3
C1 C1 C2 C3
C2 C2 2C1 + C2 2C3
C3 C3 2C3 3C1 + 3C2
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Table 7.7: Multiplication table for class sum operators

(commutativity indicated by symmetry of table).

Then the operation of the class sum operators on Vc can be described by the

following matrices:

C1 =

1 0 0

0 1 0

0 0 1

 C1C2
C3
, C2 =

0 2 0

1 1 0

0 0 2

, C3 =

0 0 3

0 0 3

1 2 0

.
All the vectors of the class space Vc are eigenvectors of C1 with λ = 1. The

eigenspaces, eigenvalues, and generating eigenvectors of C2 are:
 2

−1

0


↔ λ = −1,


1

1

1

 ,
 1

1

−1


↔ λ = 2.

For C3, we have:
 2

−1

0


↔ λ = 0,


 1

1

−1


↔ λ = −3,


1

1

1


↔ λ = 3.

The generating eigenvectors have been expressed so that they are also the simultane-

ous eigenvectors. But there is no need in this case to take the join of the eigenspace

partitions since the eigenspaces of the one operator C3 are one-dimensional so it forms
a CSCO by itself for the class space. The three simultaneous eigenvectors are the ba-

sis vectors for the three irreducible subspaces of Vc and they can be arranged as the

character Table 7.8.

C1 C2 C3
χ1 1 1 1

χ2 1 1 −1

χ3 2 −1 0

Table 7.8: Character table for D3
∼= S3.

For an Abelian group, the conjugacy classes are all singletons, so the procedure

followed in that case is a special instance of the general procedure for non-Abelian

groups using class sum operators.
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Given two representations R = {Rg : V → V }g∈G and R′ =
{
R′g : V ′ → V ′

}
g∈G

of the same group G, the representations are said to be equivalent if there is a non-

singular linear transformation S : V → V ′ such that for any g ∈ G,Rg = S−1R′gS. The

remarkable fact is the three eigen-forms determined by the simultaneous eigenvectors

given in the character table are the only inequivalent irreducible representations used

in any representation of D3, not just the Cayley representation. Any representation

of D3 can be expressed as a direct sum (with repetitions) of those three inequivalent

irreps.

The class space is a subspace of the whole Cayley space, but the operator C3, which
was a CSCO in the class space, is not a CSCO in the whole space. As an operator on

the whole space,

C3 =



0 0 0 1 1 1

0 0 0 1 1 1

0 0 0 1 1 1

1 1 1 0 0 0

1 1 1 0 0 0

1 1 1 0 0 0



I

C23

C3

C
(a)
2

C
(b)
2

C
(c)
2

it has the same eigenvalues, and the eigenspaces V3 and V−3 for λ = 3,−3 are still

one-dimensional, but the eigenspace V0 for λ = 0 is four-dimensional. That four-

dimensional eigenspace is invariant but it is not minimal. We need to find a new

"symmetry-adapted" or "irreducible" basis so that when all the group operations Rg

are expressed in that basis, then their matrices will be block-diagonal in the same

pattern so that the multiplication of those block-diagonal matrices will only multi-

ply within the blocks. Since the multiplications stay within the blocks, the columns

for each block will generate an invariant subspace. When the blocks are of mini-

mum size, then the columns will give irreducible subspaces (some of which may be

equivalent). The whole space is a direct sum of those irreducible subspaces, and the

original representation is said to be a direct sum of the irreps formed by restricting

the representation to the irreducible subspaces.

In the case of the Cayley representation of D3, it is the direct sum of the first two

irreps and two copies of the third one. But the expression of the Cayley representation

in these terms is far from unique. In many texts, the required symmetry-adapted basis

is generated in a rather ad hoc manner. But Jin-Quan Chen and his colleagues in the
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Nanjing School have developed a CSCOmethod (i.e., partition joins) to systematically

find the irreducible basis vectors for the irreducible spaces that works not only for

all representations of finite groups but for all compact Lie groups as needed in QM

([10], [11]). "[T]he foundation of the new approach is precisely the theory of the

complete set of commuting operators (CSCO) initiated by Dirac..." [11, p. 2] Thus

the linearized partition math of the CSCO method extends also to all compact group

representations to characterize the maximally definite eigen-alternatives.

In general, to distinguish indefinite elements into more definite elements, we need

more compatible partitions so the joins will have more definite blocks. In the lifted ver-

sion, more compatible partitions mean more commuting operators whose eigenspace

partitions can thus be joined with the given partition {V3, V−3, V0} to find smaller
invariant subspaces until we arrive at minimal ones. Applying the CSCO method of

the Chen School, there are two sources of new commuting operators. The CSCOs of

a subgroup chain G ⊃ G (1) ⊃ ... ⊃ G (m) is one source.

But each group G has an opposite group Ḡ (Chen calls it the intrinsic group) and

all the Cayley space constructions can be carried out for the opposite group which is

anti-isomorphic to G by the mapping g−1 ←→ ḡ. The CSCO of the whole opposite

group Ḡ is of no help in cutting down the invariant subspaces, but the CSCOs of

the subgroup chain Ḡ ⊃ Ḡ (1) ⊃ ... ⊃ Ḡ (m) form a second source of commuting

operators to reduce the invariant subspaces.

In the case at hand, D3
∼= S3 is the symmetric group on three elements, and

there are three copies of the subgroup S2, i.e., those generated by C
(a)
2 , C

(b)
2 , or C

(c)
2 .

Arbitrarily picking C(c)2 , its matrix and the matrix for C̄
(c)
2 as operators on V are their

respective CSCOs:

C
(c)
2 =



0 0 0 0 0 1

0 0 0 0 1 0

0 0 0 1 0 0

0 0 1 0 0 0

0 1 0 0 0 0

1 0 0 0 0 0


and C̄(c)2 =



0 0 0 0 0 1

0 0 0 1 0 0

0 0 0 0 1 0

0 1 0 0 0 0

0 0 1 0 0 0

1 0 0 0 0 0


.

The three matrices C3, C(c)2 , and C̄
(c)
2 commute, and the join of the eigenspace par-

titions is nondegenerate, i.e., all blocks are one-dimensional. The six simultaneous

eigenvectors can be characterized by the kets of eigenvalues (as usual). Grouping
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the two columns together for each C̄(c)2 eigenvalue gives the matrix whose columns

are symmetry-adapted basis vectors that will block-diagonalize the matrices of the

original group representation into irreducible blocks:

A =



1 1 1 0 0 −1

1 1 −1
2
−1 1 1

2

1 1 −1
2

1 −1 1
2

1 −1 −1
2
−1 −1 −1

2

1 −1 −1
2

1 1 −1
2

1 −1 1 0 0 1


.

Transposed, the new basis vectors as rows have the indicated kets of eigenvalues.

I C23 C3 C
(a)
2 C

(b)
2 C

(c)
2

|3, 1, 1〉 1 1 1 1 1 1

|3,−1,−1〉 1 1 1 −1 −1 −1

|0, 1, 1〉 1 −1
2
−1
2
−1
2
−1
2

1

|0,−1, 1〉 0 −1 1 −1 1 0

|0, 1,−1〉 0 1 −1 −1 1 0

|0,−1,−1〉 −1 1
2

1
2

−1
2
−1
2

1

Table 7.9: Symmetry-adapted basis in rows with eigenvalue labels.

The matrix A represents the symmetry-adapted or irreducible basis vectors in the

standard basis, and it can be considered as the change-of-basis matrix A = CSt←SA

to convert the symmetry-adapted basis SA to the standard basis St. Then we can

use A and its inverse to convert the five non-identity group representation matrices

from the standard to the symmetry-adapted basis.

For instance, the rotate-by-120◦ matrix in the standard basis and in the symmetry-

adapted basis are:

C3 =



0 1 0 0 0 0

0 0 1 0 0 0

1 0 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0 1

0 0 0 1 0 0


and

99



Γ (C3) = CSA←StC3CSt←SA =



1 0 0 0 0 0

0 1 0 0 0 0

0 0 −1
2
−1 0 0

0 0 3
4
−1
2

0 0

0 0 0 0 −1
2

3
4

0 0 0 0 −1 −1
2


which has the appropriate block-diagonal structure. Similarly the matrices for C(b)2
are:

C
(b)
2 =



0 0 0 0 1 0

0 0 0 1 0 0

0 0 0 0 0 1

0 1 0 0 0 0

1 0 0 0 0 0

0 0 1 0 0 0


and Γ

(
C
(b)
2

)
=



1 0 0 0 0 0

0 −1 0 0 0 0

0 0 −1
2

1 0 0

0 0 3
4

1
2

0 0

0 0 0 0 −1
2
−3
4

0 0 0 0 −1 1
2


and similarly for the other operations.

All the six operations are turned into block-diagonal matrices of the same structure

so that when the matrices are multiplied, only the corresponding blocks are multiplied.

In this manner the Cayley space is partitioned into the direct sum of the irreducible

subspaces V1 = {a1}, V2 = {a2}, V3 = {a3, a4}, and V4 = {a5, a6}. The irrep obtained
by restricting Γ to V1, i.e., Γ(1), is given by the first character χ1 and by restricting

Γ to V2, i.e., Γ(2), is given by χ2. Restricting Γ to V3 and V4 give two equivalent

irreps Γ
(3)
1 and Γ

(3)
2 given by χ3. Then V = V1 ⊕ V2 ⊕ V3 ⊕ V4 and similarly for the

representations: Γ = Γ(1) ⊕ Γ(2) ⊕ Γ
(3)
1 ⊕ Γ

(3)
2 .

It is easy to get lost in the detailed mathematics of group representation theory

and to overlook the basic theme. The theme is that given the symmetry group, the

irreps give all the different ways that maximally definite alternatives can be developed

consistent with the symmetries. The irreps fill out the symmetry-adapted possibili-

ties. As always, the indefinite is rendered definite by the distinctions made by the

joins of partitions collected together in a complete set. In quantum mechanics, the

definite eigen-alternatives of the observables are carved out by the joins of vector

space partitions of Dirac’s CSCOs. In group representation theory, the properties of

the eigen-alternatives (e.g., as determined by the irreps of the symmetry group of the

Hamiltonian, or as the elementary particles themselves are determined by the irreps
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of groups in particle physics. For a certain symmetry group of particle physics, "an el-

ementary particle ‘is’an irreducible unitary representation of the group." [59, p. 149]

Thus our partitional approach comports with "the soundness of programs that ground

particle properties in the irreducible representations of symmetry transformations..."

[30, p. 171] These alternatives are carved out by the joins of the vector space parti-

tions of Chen’s CSCOs—which constitute a "systematic theory ... established for the

rep group based on Dirac’s CSCO (complete set of commuting operators) approach

in quantum mechanics." [10, p. 211]

All the development of the mathematics of partitions from sets to vector spaces

and now to group representations over vector spaces would be there even if the phys-

ical world was perfectly classical. In that case, the mathematics of partitions would

just describe some alternative reality, some hypothetical world where there was ob-

jective indefiniteness rather than the classical world of definite properties "all the

way down." But that view of the physical world was overthrown by the quantum

revolution, and we have found throughout that the mathematics used by quantum

mechanics to describe the physical world is precisely this linearized mathematics of

partitions describing a world of objective indefiniteness.

8 Concluding remarks

QM/Sets addresses at least three different questions.

1. QM/Sets is a pedagogical or toy model of QM/C. Some of the paradoxical
aspects of QM/C can be represented in a very simple model that eliminates some
of the more diffi cult aspects of the full mathematical model in Hilbert space.

For instance, much effort is expended in the texts to present the Heisenberg

indeterminacy principle as an inequality, and then it is "explained" by saying

that what it really means is that a maximum precision measurement in one

observable means a minimally precise measurement in a conjugate observable.

QM/Sets makes the point at the outset that an eigenvector of one observable

is a maximal superposition in a conjugate observable. In a similar manner, the

QM/Sets treatment of the double-slit experiment makes the relevant points

rather directly without any recourse to the dynamics of wave propagation in

QM/C.
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2. QM/Sets is a simple non-commutative extension of ordinary finite probability

theory (without recourse to the sophisticated mathematics of Connes [14] and

Voiculescu [64]). The key is to substitute a basis set in Zn2 for the usual given
outcome space. Since there are many basis sets, many of the peculiarities of

quantum probability can be modeled in this simple setting. But fixing a basis

set still gives two types of events associated with a subset S of U : the classical

event and the new superposition event. Mathematically, the difference is best

expressed using density matrices:

• the superposition event has the pure state density matrix ρ (S) where the

non-zero off-diagonal elements represent the coherence between the ele-

ments of S (since the "off-diagonal terms of a density matrix ... are often

called quantum coherences because they are responsible for the interference

effects typical of quantum mechanics that are absent in classical dynamics"

[3, p. 177], and

• the classical event has the mixed state density matrix ρ (δS) which is a

diagonal matrix with non-zero diagonal elements representing the classi-

cal probabilities of the elements of S conditional on S, e.g., 1
|S| or

pi
Pr(S)

.

QM/Sets also reproduces the fact in QM/C that the two analogous den-
sity matrices cannot be distinguished by measurements in the basis (for

the matrix representation) but can be distinguished by measurement in

another basis.

3. The fact that so many distinguishing features of QM/C can be reproduced in
QM/Sets shows which features of QM/C were important or essential and which
were not. There is superposition but no waves in QM/Sets. The wave aspects of

what used to be called "wave mechanics" could be seen as an ‘artifact’of the use

of the complex numbers (the natural math for waves) as the algebraically closed

extension of the reals (to get a full set of eigenvectors for the observables). That

view comports with the fact that the "wave equation" does not describe any

actual waves—to the disappointment of Schrödinger himself and many others.

The so-called "wave-particle duality" is really the duality between particles with

indefinite or definite attributes.

From the viewpoint of interpreting quantum mechanics, QM/Sets brings to the

forefront the role of partitions and thus distinctions and indistinctions. John von Neu-
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mann [65] made the basic division between "type 1" processes (e.g., measurements)

and "type 2" processes (unitary evolution). This categorization is easily character-

ized as the type 1 processes that make distinctions and the type 2 processes that

preserve the degree of distinctness unchanged. The evolution of an isolated quantum

system is the one that preserves the degree of indistinction between states as mea-

sured by the inner product, i.e., unitary transformations, and then the connection to

the Schrödinger wave equation comes via Stone’s Theorem (connecting one-parameter

families of unitary transformations with self-adjoint operators on Hilbert space). And

the whole ‘story’about particle-wave complementarity should be recast as the con-

trast between definite and indefinite particle states.

There has often been hints of links between quantum mechanics and information

[69]. These hints are realized with the development of the ‘classical’and quantum

notions of logical entropy ([20]; [25]) which define and measure information in terms of

distinctions, differences, distinguishability, and symmetry-breaking. Unlike the notion

of von Neumann entropy, logical entropy measures measurement in the sense that the

logical information created in a projective measurement is the sum of the absolute

squares of the non-zero off-diagonal terms in the density matrix that are zeroed (i.e.,

the coherences that are decohered or the indistinctions that are distinguished) in the

measurement. Moreover, the logical entropy of the post-measurement density matrix

has the simple interpretation as the probability that in two independent measurements

of the same prepared state, different eigenvalues will be obtained.

The notion of measurement rests precisely on interactions that involve distinctions

being made. Feynman makes one of the clearest statements of how measurement

hinges on distinguishability and also how measurement has nothing to do with a

human or macroscopic apparatus (and thus has nothing to do with decoherence in

the sense of Zurek [70]) but only with a distinction-making interaction involving a

macroscopic apparatus or not.

If you could, in principle, distinguish the alternative final states (even

though you do not bother to do so), the total, final probability is obtained

by calculating the probability for each state (not the amplitude) and then

adding them together. If you cannot distinguish the final states even in

principle, then the probability amplitudes must be summed before taking

the absolute square to find the actual probability.[29, p. 3-9]
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For instance, when a particle scatters off the atoms in a crystal, the question of

whether or not it should be treated as a superposition of scattering off the different

atoms or as scattering off of particular atoms with certain probabilities—hinges on

distinguishability. If there was no distinction between scattering off different atoms,

then no ‘measurement’took place in the interaction and the superposition pure state

evolves to a pure state. But if there was some distinction caused by scattering off an

atom, then the result is the mixed state of scattering off the different atoms with dif-

ferent probabilities. For instance, if all the atoms had spin down and scattering off an

atom flipped the spin, then a distinction was made so that constituted a measurement.

Thus the difference between an interaction that constitutes a measurement or not is

whether or not any distinction exists between the different alternatives. Feynman’s

implicit rule might be paraphrased:

"If it makes a difference, then a difference is made."

One way to contrast the definiteness of the classical view and the indefiniteness

that characterizes the quantum view is to contrast the two category-theoretically

dual notions of subsets and partitions. That duality can be further traced back to the

two fundamental notions of elements (of a subset) and distinctions (of a partition),

or "its" and "dits" [24]. Philosophically, these two notions might be respectively

the mathematical building blocks of the old metaphysical concepts of matter (or

substance) and form (as in in-form-ation), e.g., in the speculations of Heisenberg [34].

The matter versus form idea [2] can be illustrated by comparing the two lattices of

subsets and partitions on a set.

For U = {a, b, c}, start at the bottom and move towards the top of each lattice in
Figure 8.1.

Figure 8.1: Two lattices for two creation stories.
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At the bottom of the Boolean subset lattice is the empty set ∅ which represents
no substance (no elements or ‘its’). As one moves up the lattice, new elements of

substance, new elements, are created that are always fully distinguished or formed

until finally one reaches the top, the universe U . Thus new substance is created in

moving up the lattice but each element is fully formed and thus always distinguished

from the other elements.

At the bottom of the partition lattice is the indiscrete partition or "blob" 0U =

{U} (where the universe set U makes one block) which represents all the substance

or matter but with no distinctions to in-form the substance (no distinctions or ‘dits’).

As one moves up the lattice, no new substance is created but distinctions are created

that in-form the indistinct elements as they become more and more distinct. Finally

one reaches the top, the discrete partition 1U = {{u}}u∈U where all the elements
of U have been fully in-formed or distinguished. A partition combines indefiniteness

(within blocks) and definiteness (between blocks). At the top of the partition lattice,

the discrete partition 1U = {{u} : {u} ⊆ U} is the result making all the distinctions
to eliminate any indefiniteness.

Thus one ends up at essentially the same place—a universe of fully formed entities—

either way, but by two totally different but dual ‘creation stories’:

• Subset or "Definite all the way down" Creation Story 1: creating elements as in
creating fully-formed and distinguished matter out of nothing, versus

• Partition or Objective indefiniteness Creation Story 2: creating distinctions by
starting with a totally undifferentiated matter having "perfect symmetry" [50]

and then, in a ‘big bang,’start making distinctions, e.g., breaking symmetries,

to give form to the matter.

Finally, the literal or objective indefiniteness interpretation of quantum mechan-

ics interprets the mathematics as saying that reality at the quantum level is not the

usual notion of "definiteness all the way down." Somehow our mental preconceptions

seem to presuppose definiteness all the way down, so we have no natural intuitive

("anschaulich") picture of a reality that is objectively indefinite and that can ‘jump’

into a more definite state when a difference is made. Since the mathematics of quan-

tum mechanics speaks rather clearly about the reality of objective indefiniteness,

the "problem of interpreting QM" seems to be largely our problem in developing an

intuitive picture of reality at the quantum level.
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9 Appendix: Transporting vector space structures

It may be useful [21] to rigorously understand the mathematics connecting finite-

dimensional QM over Cn to QM/Sets over Zn2 . There is a general method to transport
some structures from a vector space V over a field K to a vector space V ′ over a

different field K′. Select a basis set U for the source space V and then consider a

structure on V that can be characterized in terms of the basis set U . Then apply the

free vector space over the field K′ construction to U to generate the target vector

space V ′. Since the source structure was defined in terms of the basis set U , it can be

carried over or "transported" to V ′ via its basis set U .

This method can be stated in rigorous terms using category theory ([43]; [4]). The

construction of the free vector space over a field K is a functor from the category

Sets of sets and functions to the category V ectK of vector spaces over K and linear

transformations. The functor will only be used here on finite sets where it takes a

finite set U to the vector space KU . The primary structures being transported are

direct-sum decompositions (DSD) of a finite-dimensional vector space V . A DSD a

set {Vi} of disjoint subspaces (i.e., only overlap is zero space) so that the whole space
V is their direct sum, or, in terms of category theory, V is the coproduct V = ⊕Vi of
the subspaces {Vi}. In the category Sets, a set {Bi} of disjoint subsets of a set U is a
set partition of U if ∪Bi = U , or, in terms of category theory, U is the coproduct of

the disjoint subsets {Bi}. The free vector space over K functor is a left adjoint, "left
adjoints preserve colimits" [4, p. 197], and coproducts are a special type of colimit.

Hence the free vector space functor carries a set partition π = {Bi}i=1,...,m to the DSD{
Vi = KBi

}
of V = KU = ⊕KBi .

Now start with the structure of a DSD {Vi} on V ∈ V ectK. What we previously
called "characterizing the structure in terms of a basis set U" is rigorously interpreted

to mean, in this case, finding a basis U and a partition {Bi} on U so that the given

DSD {Vi} is the image of the free vector space functor, i.e., V = KU = ⊕KBi = ⊕Vi.
But then the free vector space functor over a different field K′ can be applied to the
same set partition {Bi} of the set U to generate a DSD

{
V ′i = K′Bi

}
of V ′ = K′U .

That is how to rigorously describe "transporting" a set-based structure on a vector

V over K to a vector space V ′ over a different field K′.
To show that any given DSD {Vi} of V is in the image of the free vector space

over K functor, pick basis set Bi of Vi. The sets Bi are disjoint and since {Vi} is a
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DSD, the union U = ∪Bi is a basis for V so Vi = KBi and V = KU = ⊕KBi .

This method is applied to the transporting of self-adjoint operators from V = Cn

to V ′ = Zn2 that motivates QM/Sets. A self-adjoint operator F : Cn → Cn has a
basis U = {u1, ..., un} of orthonormal eigenvectors and it has real distinct eigenvalues
{φi}j=1,...,m, so it defines the real eigenvalue function f : U → R where for uj ∈ U ,
f (uj) is one of the distinct eigenvalues {φi}i=1,...m. For each distinct eigenvalue φi,
there is the eigenspace Vi of its eigenvectors and {Vi}i=1,...,m is a DSD on V = Cn.
The inverse-image π = {Bi = f−1 (φi)}i=1,...,m of the eigenvalue function f : U → R
is a set partition on U .

Thus the set-based structure we have is the set U with a partition {Bi = f−1 (φi)}i
on U induced by a real-value function f : U → R on U . That set-based structure is
suffi cient to reconstruct the DSD

{
Vi = CBi

}
i
on V = Cn ∼= CU = ⊕CBi as well as

the original operator F . The operator F is defined on the basis U by Fuj = f (uj)uj

for j = 1, ..., n. That process of going from the function f : U → R on a basis set U
of CU to an operator on CU might be called internalizing the function f : U → R in
CU .

Given the set-based structure of a real-valued function f : U → R, which deter-
mines the set partition {f−1 (φi)}i=1,...,m on U , we then apply the free vector space
over Z2 functor to construct the vector space ZU2 . That vector space is more familiar
in the form of the powerset ℘ (U) ∼= ZU2 since each function U → Z2 = {0, 1} in ZU2
is the characteristic function χS of a subset S ∈ ℘ (U). The free vector space functor

Z()2 takes the coproduct U = ∪mi=1f−1 (φi) to the DSD {℘ (f−1 (φi))} of ℘ (U). The

attempt to internalize the real function f : U → R would only work if f took values in
Z2 = {0, 1} ⊆ R in which case f would be a characteristic function χS for some sub-
set S ∈ ℘ (U). In that special case, the internalized operator would be the projection

operator PS : ZU2 → ZU2 which in terms of the basis U has the action PS (T ) = S ∩ T
taking any subset T ∈ ℘ (U) to S ∩ T ∈ ℘ (S).

Hence outside of characteristic functions, the real-valued functions f : U → R
cannot be internalized as operators on ZU2 . But that is fine since we have the machinery
in QM/Sets (including DSDs) that is suffi cient to define the probabilities for classical

events and superposition events with the outcome set or sample space U where f :

U → R is a real-valued random variable. We have illustrated the transporting of

set-based structures on Cn to Zn2 using a basis set U , but in the stand-alone model
QM/Sets, we cut the umbilical cord to Cn and work with any other basis U ′ of Zn2
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and real-valued random variables g : U ′ → R on that sample space.
Other structures can be transported across the bridge from Cn to Zn2 . QM/Sets

differs from the other four attempts to define some toy version of QM on sets by

the treatment of the Dirac brackets. Starting with our orthonormal basis U on a

finite-dimensional Hilbert space Cn (where the bracket is the inner product), we need
to define the transported brackets applied to two subsets S, T ⊆ U in ℘ (U). The

two subsets define the vectors ψS =
∑

u∈S |u〉 and ψT =
∑

u∈T |u〉 in Cn which have
the bracket value 〈ψS|ψT 〉 = |S ∩ T |. Since that value is defined just in terms of the
subsets S, T ⊆ U as the cardinality of their overlap, that value can be transported to

℘ (U) as the real-valued basis-dependent brackets 〈S|UT 〉 = |S ∩ T |.
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