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Why Partition Logic took so long to develop

• Boolean logic mis-specified as logic of "propositions."
• Boolean logic correctly specified as logic of subsets.
• Valid formula =df formula that always evaluates to

universe set U regardless of subsets of U substituted for
variables.

• Truth table validity should be theorem, not definition, i.e.,
theorem that for validity it suffices to take U = 1, or to only
substitute in U and ∅.

• Almost all logic texts define "tautology" as truth-table
tautology.
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One consequence: Renyi’s Theorem took a
century

• Boole developed (1850s) Boolean logic as logic of subsets,
and then developed logical finite probability theory as
normalized counting measure on subsets (events).

• As the mis-specification as propositional logic later
dominated, it took a century (1961) to realize that the
theorem (it suffices to substitute U and ∅) extends to valid
statements in probability theory.
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Subsets category-theoretic dual to partitions

• Subsets have a CT-dual; propositions don’t.
• CT duality gives subset-partition duality:

• Set-monomorphism or injection determines a subset of its
codomain (image);

• Set-epimorphism or surjection determines a partition of its
domain (inverse-image or coimage).

• In category theory, subsets generalize to subobjects or
"parts".

"The dual notion (obtained by reversing the arrows) of ’part’
is the notion of partition." (Lawvere)
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Duality:
Elements of a subset dual to distinctions of a partition

• A partition π = {B} on a set U is a mutually exclusive and
jointly exhaustive set of subsets or blocks B of U, a.k.a., an
equivalence relation on U or quotient set of U.

• A distinction or dit of π is an ordered pair (u, u′) with u and
u′ in distinct blocks of π.

Subsets S of U Partitions π on U
"Atoms" Elements u ∈ S Distinctions (u, u′) of π

All atoms All elements: U All dits: discrete partition 1
No atoms No elements: ∅ No dits: indiscrete partition 0

Partial order Inclusion of elements Inclusion of distinctions
Lattice Boolean lattice Partition lattice
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The two lattices
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Algebras of Subsets and Partitions: I

• Given universe set U, there is the Boolean algebra of subsets
℘ (U) with inclusion as partial ordering and the usual
union and intersection, and enriched with implication:
A =⇒ B = Ac ∪ B.

• Given universe set U, there is the algebra of partitions Π (U)
with join and meet enriched by implication where
refinement is the partial ordering.

• Given partitions π = {B} and σ = {C}, σ is refined by π,
σ � π, if for every block B ∈ π, there is a block C ∈ σ such
that B ⊆ C.

• Join π ∨ σ is partition whose blocks are non-empty
intersections B∩ C.
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Algebras of Subsets and Partitions: II

• Meet π ∧ σ: define undirected graph on U with link between
u and u′ if they are in same block of π or σ. Then connected
components of graph are blocks of meet.

• Implication σ =⇒ π is the partition that is like π except that
any block B ∈ π contained in some block C ∈ σ is
discretized. Discretized B like a mini-1 & Undiscretized B
like a mini-0 so σ⇒ π is an indicator function for (partial)
refinement. Then

σ � π iff σ⇒ π = 1.

• Top 1 = {{u} : u ∈ U} = discrete partition;
• Bottom 0 = {U} = indiscrete partition = "blob"
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Tautologies in subset and partition logics: I

• A subset tautology is any formula which evaluates to U
(|U| ≥ 1) regardless of which subsets were assigned to the
atomic variables.

• A partition tautology is any formula which always evaluates
to 1 (the discrete partition) regardless of which partitions on
U (|U| ≥ 2) were assigned to the atomic variables.

• A weak partition tautology is a formula that is never
indiscrete, i.e., never evaluates to indiscrete partition 0.

• For subset tautologies, it suffices to take U = 1 = {∗} so
℘ (1) = {∅, 1} as in the truth tables with values 0 and 1.

• For U = 2 = {0, 1} (any two element set), Π (2) = {0, 1}
(indiscrete and discrete partitions) and partition ops are
Boolean:
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Tautologies in subset and partition logics: II

℘ (1) ∼= Π (2)

• Theorem: Every weak partition tautology is a subset
tautology. Proof : If a formula is never assigned to 0 in Π (2)
then it is always assigned to 1 in Π (2) and, by
isomorphism, is always assigned to 1 in ℘ (1) so it is a
subset tautology. �

• Corollary: Every partition tautology is a subset tautology.
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Partition tautologies neither included in nor
include Intuitionistic tautologies

Notation:
π¬σ = σ⇒ π is π-negation & ¬σ = σ⇒ 0.

Subset Tautologies Intuit. Partition Weak Part.
σ⇒ (π ∨ σ) Yes Yes Yes

π¬σ ∨ π¬π¬σ No Yes Yes
σ⇒ (π ⇒ (σ ∧ π)) Yes No No

σ ∨ π¬σ No No Yes

τ ⇒
((

τ ∧ π¬σ
)
∨
(

τ ∧ π¬π¬σ
))

No No No
Examples of subset, intuitionistic, partition, and weak partition

tautologies.
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Representation: partitions as binary relations

• Build representation of partition algebra Π (U) using ’open’
subsets of U×U.

• Associate with partition π, the subset of distinctions made
by π, dit (π) = {(u, u′) : u and u′ in distinct blocks of π}.

• Closed subsets of U2 are reflexive-symmetric-transitive (rst)
closed subsets, i.e., equivalence relations on U.

• Open subsets are complements, which are precisely dit-sets
dit (π) of partitions (= apartness relations in CompSci).

• For any S ⊆ U×U, closure cl(S) is rst closure of S.
• Interior Int (S) = (cl (Sc))c where Sc = U×U− S is

complement.
• Closure op. not topological: cl (S) ∪ cl (T) not nec. closed,

i.e., union of two equivalence relations is not nec. an eq.
relation.
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Partition op. = Apply set op. to dit-sets &
take interior

Partition Op. Representation
Join: σ ∨ π dit (σ ∨ π) = dit (σ) ∪ dit (π)
Meet: σ ∧ π dit (σ ∧ π) = int [dit (σ) ∩ dit (π)]

Implication: σ⇒ π dit (σ⇒ π) = int
[
dit (σ)c ∪ dit (π)

]
Top: 1 = {{u} : u ∈ U} dit (1) = int [U×U] = U×U− ∆U

Bottom: 0 = {U} dit (0) = int [∅] = ∅
Representation of Π (U) in Open (U×U) by π 7−→ dit (π).
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Review of Symbolic Logic (June 2010)
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Logic Journal of the IGPL (Feb. 2014)
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Examples of basic open questions in partition
logic

• A decision procedure for partition tautologies.
• A Hilbert-style axiom system for partition tautologies, plus

a completeness proof for that axiom system.
• Finite-model property: If a formula is not a partition

tautology, does there always exist a finite universe U and
partitions on that set so that the formula does not evaluate
to 1.
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Logical Prob. dual to Logical Information
Normalized counting measures on elements & distinctions
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Logical information theory

• Basic idea: information = distinctions
• Normalized count of distinctions = Info. measure = logical

entropy
• Progress of definition of logical entropy:

• Logical entropy of partitions:

h (π) = |dit(π)|
|U×U| = 1−∑B∈π

(
|B|
|U|

)2
;

• Logical entropy of probability distributions:
h (p) = 1−∑i p2

i ;
• Logical entropy of density operators: h (ρ) = 1− tr

[
ρ2] in

quantum information theory.
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Synthese (May 2009)
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Developing Logical Entropy in Quantum
Information Theory
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Logical entropy in quantum measurement: I

• Density state ρ before measurement is a pure state. Three
possible eigenstates each with probability 1

3 = diagonal
elements.

• But pure state is superposition of 3 eigenstates and
off-diagonal elements given "coherences" between
eigenstates.

• Since everything coheres together in pure state, ρ2 = ρ so
tr
[
ρ2] = 1 and h (ρ) = 1− tr

[
ρ2] = 0 since there are no

distinctions = no information.
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Logical entropy in quantum measurement: II
• Non-degenerate measurement decoheres everything so all

coherences vanish and these distinctions create the
post-measurement information of
h (ρ̂) = 1− tr

[
ρ̂2] = 1− 1

3 =
2
3 .

• Unlike von Neumann-Shannon, logical entropy shows
exactly where the information comes from; the logical
entropy created is the sum of all the coherences-squared
that were zeroed-out, i.e., 6×

(1
3

1
3

)
= 2

3 = h (ρ̂).
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